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Lecture 1 in week 36:’Birnbaum’s theorem’

1 Fundamental concepts

I feel compelled to write this

Definition 1.1 (Statistic) A statistic is a measurable function of data.

Definition 1.2 (Parameter) A parameter is a function of model.

Definition 1.3 (Event)  An event is a set BUT not every set is an event.

2 Birnbaum’s theorem

Theorem 2.1 (Birnbaum’s theorem) The likelihood principle equals to the
sufficiency principle and the conditionality principle.

2.1 The likelihood

The likelihood statistic is always a minimal sufficient statistic.

The likelihood principle, which we did last week, says that all evidence from the data and
the model is contained in the likelihood. This means that for two different experiments,
with a common model space, if the likelihood is the same then we have the exact same
information on both experiment. However, this principle relies on the fact that we have a
likelihood.

We do not always have a likelihood, but we can always talk about conditional probability.
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Lecture 1 in week 36:’Birnbaum’s theorem’

2.2 Conditional principle

All evidence from the data is given by the experiment actually performed.

Definition 2.1 (Ancillary statistic) A statistic is ancillary if it’s distribution is
known.

Example 2.1  Let (b,x) be the data. b ~ Bernoulli (%) . So it is like tossing a coin.
We have :

T | bZONNo(%U(Q))
and
x| b=1~ Ni(p,0?)

The model parameters are : i, 0g, 01. Here b is an ancillary statistic

If we get b =1 then the evidence is as if we only did the experiment 1.

There is three experiments one can do here : toss the coin, then experience 0 which is draw
a sample from Ny and then experience 1 which is draw a sample from N;.

3 Complete statistics

Definition 3.1 (Complete statistic) A statistic T is complete if :

E(®(T)) =0 = &(T) = 0.

Example 3.1  Let (X;, Xy,...,X,,) ~ B(p). @y =R and R(A) = {0,1}.

The model parameter § = p and the empirical mean ¢ = X is a complete and sufficient
statistic.

Now let Y = X; + Xo + ... + X,, ~ B;,(n,p) (also complete and sufficient).
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Completeness : E(®(Y)) =0 = &(Y) =07

This implies that ®(Y') = 0 for any p.

4 Basu’s theorem

Theorem 4.1 (Basu’s theorem) A complete sufficient statistic T is independent
of any ancillary statistic A.

Example 4.1 If you take a random sample from a normal distribution we know that
the empirical mean is independent from the empirical variance. The former is a complete
sufficient statistic and the latter is an ancillary statistic.

Proof. E(E(®(A) | T) —E(®(A))) =0
E(®(A)) is an ancillary. E(®(A) | T) — E(®(A)) is a function of T

T is sufficient so the expression is independent from 6 , so it is a function of T. T is complete
so the expression equals to 0.

We now know that A and T are independent. But what does it mean? Intuition : if you
produce an event from A, and from T, they must be independent.

Let’s take two independent events C' and D. If A is independant from T then (A € C) is
independent from (7" € D) Reminder : A€ C = {w | A(w) € C}

In Casella-Berger, you can read the proof of Basu’s theorem for discrete distributions only
on page 287. [
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parameter.

Recall the definition of exponential family.

Bernoulli distribution:

fl@)y=p"-(1=p)*, 2=0,1

We can represent above in the following way.

exlnp . e(l—x)ln(l—p) _ exl"(ﬁ)—(—ln(l—p))
F(@1,. .. @) = e2o Bl —(=nin(1-p)

flrg, .. x,) = ezm"'l"(l%z’)*(*”l"(lfp)), (0,1)ep < 6€R

Proof. We can skip gamma in this case.

0= B(p(T)) = [ g(a)- e da, vy

0= [ gla)- e - p(t(w)) pld), = o =0

Theorem 4.2 (Natural statistic)  The natural statistic in an exponential fam-
ily is minimal sufficient and complete when the model parameter is the natural
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