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Department of Mathematical Sciences

Contact during the exam:
Elena Celledoni, tlf. 735 93541

Solution of the exam in TMA4212
Monday 23rd May 2013
Time: 9:00-13:00

Allowed aids: Approved simple pocket calculator. All written and handwritten material
from the course. Learning outcome L6 and L3 have been tested through the project work®.

Problem 1 Learning outcome L2, L7
Consider the differential equation

—(p(x)u') +r(x)u= f(z), forx € (a,b),

with p € Cta, b], p(z) > ¢o > 0 for all = € [a,b], r € C°[a,b], r(x) > 0 for all z € [a,b] and
f € Lsla, b], subject to the boundary conditions

—pla)u'(a) + aula) = A, p(b)u'(b) + Bu(b) = B,

where o and [ are positive real numbers and A and B are real numbers.

a) Show that the weak formulation of the boundary value problem is
find u € H'(a,b), suchthat A(u,v) = £(v) forallv € H'(a,b),
where

Alu,v) = / [pla)e (2)0/(2) + r(@)u(e)o(x)] dz + au(a)o(a) + Bu(bu(b),

and
((v) = (f,v) + Av(a) + Bu(b).

Solution

We multiply the boundary value problem on both sides by a test function v € H'(a,b) and
integrate between a and b to obtain

/ab[—(p(x)u’)"v + r(z)uv] de = /ab fudz,

'The learning outcome is published on the course webpage and on the official description of the course.
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and integrating by parts we get

(—pu)ol, - /ab[—(p(l’)U')v' — r(z)u] dr = /ab fvdz,

/ [(p(x)u' W' + r(z)uv] dz + [p(a)u’(a)v(a) — p(b)u' (D)o (b)] = [ fvde,

a

using the boundary conditions and rearranging the terms we get

b b
/ [(p(x)e ) + r(z)uv] dz + au(a)o(a) + Bu(B)o(b) = / Foda + Av(a) + Bo(b),
leading to the proposed definition of A(u,v) (left hand side) and ¢(v) (right hand side).

b) Construct a finite element approximation of the boundary value problem based on
this weak formulation using piecewise linear finite element basis functions on the
subdivision

a=2g <11 < <Tp1<xTp,=0>b

on the interval [a,b]. Show that the finite element method gives rise to a set of
n + 1 simultaneous linear equations with n + 1 unknowns u; = u"(x;), i = 0,1,...,n.
Show that this linear system has a unique solution. Comment on the structure of
the matrix M € RDX(+1of the linear system: Is M symmetric? Is M positive
deinite? Is M tridiagonal? Explain your answers.

Solution
We consider n + 1 piecewise linear basis functions ¢y, ..., ¢, such that ¢;(z;) =1, j =
0,...,n:

T € [z, 1),

Tjp1—T .

¢](x): %7 QZE[I]',.T]'+1], .7:177”_1
0 otherwise,
and -
(b — %7 S [1'0,1'1), Qb — hn717 VS [l'n—laan
0 0 otherwise, " 0 otherwise.

The finite element space is defined by

Sp = {w, € H' |wy, = ijqu},
=0

and the Galerkin method is

Finduy, € Sy s.t. A(up,vy) = L(vy), Yoy, € Sh.
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Therefore u;, can be written as u, = Z?:o u;j¢;, and noticing that it is necessary and
sufficient to impose

A(un, ¢i) = €(¢;), i=0,...,n

to determine wuy, using the bilinearity of A and the linearity of ¢ we get
ZA(¢]>¢1)UJ:£(¢1)7 1=0,...,n
§=0

and letting
M; ;= A(¢;, ¢:), b :==L(),

we get the linear system
Mu = b,

with M the finite element matrix (n + 1) x (n + 1).

M is symmetric because

M;; = A9y, ¢i) = Aldi, ;) = M.
M is positive definite, in fact consider the vector v.€ R" and v # 0 then

viMv = Z Z v; M; ju; = Z Z v A(B;, @i)vi
i g v g

and using the bilinearity of the map we get
viMv = A(v,v),

where v = Z?:o v;¢; € H'. Further we have

b b
viMv = A(v,v) > / pu'v' dz > C()/ (V) dz + av(a)® + Bu(b)?,

and since v # 0 (almost everywhere) and v € H', and [ v/'(z) dz = v(z) — v(a) then ¢’ is
not zero (almost everywhere) unless v(x) = v(a) # 0 for almost every x so either

b
/ (v")?dx > 0,

or v(z) = v(a) almost everywhere in [a, b] and

we can conclude that
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and M is positive definite.

To understand if M is tridiagonal we must consider the entries

the result follows after showing that ¢; or ¢; are not simultaneously different from zero in
any of the subintervals [z;, ;1] for all [ when |¢ — j| > 1, and the same is true for their
derivatives.

Problem 2 Learning outcome L5, L7

Consider Laplace equation in 2D on a square domain Q = [0, 1] x [0, 1],
Ugg + Uyy = 0,

with Dirichlet boundary conditions,
u=g¢g, onodfd.

Use the 5-points formula to discretize the equation on the grid h = ﬁ, x; =1h, 1=
1,...,M,and y; = jh, j=1,..., M and obtain a linear system of algebraic equations

Au=b,

where u is a vector whose components are the numerical approximations of u on the grid
of the discretization u; ; = u(x;,y;), ordered as follows:

e T
u = [U171,U271, e, Up, U1 2y, UM, e, UL M - - ,uMyM] .

Consider the use of the conjugate gradient method to solve this linear system.

Recall the following formula for the eigenvalues of the discrete Laplacian:

2 ) 2 .
,uj,l:ﬁ(cos(ﬂjh)—1)+ﬁ(cos(7rlh)—1), j=1...,M,l=1,... M.

a) Write out A explicitly. Show that —A is a positive definite matrix whose eigenvalues
lie in an interval [a, b] with \/g approximately 7"2—h

Solution

Ais a M? x M? with M blocks B M x M along the diagonal each of which is of the form

-4 -
1 -4 1
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along the sub and super diagonal there are M — 1, M x M identity blocks scaled with #

The eigenvalues of —A are —pu;; one finds

4
Ir;iln(—ﬂj,z) = 55 (1 —cos(mh)) =a~ = 27%,

4
min(—p;;) = max ;5 (1 — cos(mjh)) = max % sin(r/27h)" = % sin(m/2MR)" = b~ %’

and
a wh

~

b2

b) Assume you are given an arbitrary initial guess zg. Use the Theorem for the con-
vergence of the conjugate gradient method to estimate the number of iterations K
necessary to obtain a relative error below the tolerance e, that is

lex|la
leolla

Recall that for a vector v,

|v][a = VVTAv.

Find an estimate for K assuming M + 1 = 100 and € = 107",
Solution

We use the theorem about the convergence of the conjugate gradient method in chapter
14.5 in the book by Strikwerda and we have

lexlla (V= V) _ (1= VDY (1= )"
leolla = (Vb + @)k (1+./%

and to find K we impose the condition

Taking logarithms we get

(log(1 — %) —log(1 + 5))
Inserting the prescribed values for € and M + 1 we obtain the estimate

K = 536.
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Problem 3 Learning outcome L1, L4, L7
Consider the linear PDE

Up + Uy = 0,  u(—o00,t) =u(co,t) =0, xz€R, t>0.

Consider the interval [—L, L] with L > 0 sufficiently large, consider the grid x,,, = —L+hm,
h = 2L/M, m = 0,..., M. Discretise with central finite differences in space and the
Backward Euler method in time (backward differences in time), let u(xg,t) = u(xp,t) = 0.

Use the following central differences approximation of the third derivative

U Zgs, t) — Bu(Tmy1, ) + 3u(Tpo1, ) — (T3, 1)
uxmm|(wm7t) = Sh3

+ O(Rh?).

Show that the obtained method is Von Neumann stable.

Solution

Using central differences in space and backward Euler in time we obtain

k
Ut = Up -+ oo (Uth — U4 + BUE — Ut

leading to
k
Unt + gz (UnLy +3UR5 = 3UREY + Unts) = U,
by assuming U" = "¢ and i = \/—1, and substituting in the method we obtain

1

$=3 +ia’

with y
a = %(sin(i’)ﬁh) — 3sin(Bh)).

Finally we obtain

1 1 1

Fe=le l+ial—ia 14a? =7

implying Von Neumann stability.
Problem 4 Learning outcome L1, L4, L7
Let 7 and « be positive real numbers. Show that if [wy, ..., wy]? satisfies

— W1+ (1 4+2r + @)wy, — 101 =V, 1<m<M-—1, wy=wy =0,

then

<
ogqlnagxM | < 1§nr»rblgz\}}71 [m]-
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Use this to show that Backward Euler converges for arbitrary r = k/h? on the problem
Up = Ugy —u,  u(z,0) = f(x), u(0,t)=go(t), u(l,t)=gi(t).

Hint: You will have to take w,, = ™ where €, := U" — u(x,, t,,) is the error, and U"

is the numerical approximation given by the Backward Euler method.

Solution
We have
(14 2r + a)wy, = rwWy_1 + TWpe1 + O
and then
(14+2r+a) max Wy, | < 27 max |w| +  max  |uyl,
1< 1< 1<m<M-1
and then

max |wy,| <  max |l
1<m<M 1<m<M-1

Considering Backward Euler we have

U™ + (14 2r + U —rU = U

m

and the error e, := Ul — u(x,,, t,) satisfies the equation

ertl + (L+2r + kel —reltl = el — k7

m

where 777 = ((’)( ) + O(Rh?)). Using the property proven at the beginning of the exercise,
with w,, = e®*! and v, = " — k7

max |e"H] < max |e”|—|—kmax] |<I<:Zmax 7-]|<knmax| 7| < T max|7,|
1<m<M 1<m m,n

j=1

and since the method is consistent (in fact for Backward Euler max,, ,, [77] = O(k)+O(h?))

so we get
max |el,| < T(O(k) + O(h?)), Vmandn

the last inequality implies convergence.



