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1 Lecture 1

Chapter 1: Introduction, examples of optimal control problems, basic con-
cepts in finite-dimensional case.

Keywords: control, state, solution operator (control-to-state operator),
reduced cost functional, reduced problem, reduced gradient, adjoint state,
adjoint problem, first order necessary optimality conditions, formal La-
grange method, minimizing sequence

2 Lecture 2

Section 2.1: Normed and inner product spaces and their complete versions
(Banach and Hilbert spaces); examples of function spaces (C*, LP) Section
2.4: Linear functionals.

Keywords: dual space, bidual, reflexive spaces.

Main results: projection onto a closed convex set (below), Riesz repre-
sentation theorem as its consequence (Exercise set 1).

Theorem 1. Let H be a Hilbert space, C C H be a non-empty closed subset,
and £ € H. Then there is a unique point * € C such that

|2 = 2]* = min [l - y]* (1)

Proof. Strategy: (1) show existence; (2) show uniqueness. (1.1) Take a
minimizing sequence for (1); (1.2) Show that it is Cauchy; (1.3) Its limit is
a solution.

To simplify the notation we assume & = 0 (this corresponds to translating
the coordinate system in H to & and does not change any properties of C
or (1).

(1.1) Let 0 < I := infyec ||ly||* and select a minimizing sequence {y}72 ;.
yi € C, that is I = limy_.oo [|yz||%-

(1.2) Using the fact that the norm in H is given by the inner product
we can write, Va,b € H:

la £ b|]> = (a £ b,a+b) = |lal|* + [|b]]* £ 2(a,b),
and therefore

lla — bl1> = 2[lall* + 2/|b|* — la +b]|*, or
a+bl?
2

1
glla = bl* = llall* + [Ip]]* — 2




Now we apply this equality to our minimizing sequence:

Yn + Ym 2 2 2
Ut | < 2 4 g 21

1
0< 2y = gl = gl + lymall® — 2\

where the last inequality holds because (y, +ym)/2 € C (C' is a convex set)
and I = infyec ||ly||®. Thus the right hand side of this inequality converges
to 0 when n,m — oo and therefore the sequence {yx} is Cauchy.

(1.3) H is a complete space therefore there is z € H such that z =
limg 00 yx. Since C' is closed we have that z € C. Since | - || is a continuous
function, it holds that I = limj . |lyx]|> = [|Z]|* and as result ||z|? =
mingec [|y[*.

(2) Uniqueness: let Z1,Zo € C be such that I = [|Z1]|?> = ||Z2|? yet
ZT1 # Ty. Then Ty + T2 € C and therefore

_ _ 2
1 1
r B3 =5 (1P + el - Gllo - 2a1?) <,
which is a contradiction. OJ
3 Lecture 3

Section 2.4.2: Weak convergence in Banach spaces.

Main result: Theorem 2.10 (every bounded sequence in a reflexive Ba-
nach space contains a weakly converging subsequence).

We have proved a slightly weaker result:

Theorem 2. Let X be a reflexive Banach space, and assume that its dual
X' is separable; namely let {f;}32, be a countable everywhere dense subset
in X'. Let {z}32, be a bounded sequece in X . Then there is a subsequence
{z}.} of {zx}, which converges weakly in X.

Proof. Diagonal process.
Let M > 0 be an upper bound on the norms of xy, i.e. Yk : ||zx|| < M.
Then the sequence of real numbers {fi(xy)}72, is bounded; namely
Ifi(ze) < |Ifillx/llzkllx < M||fi]|x,. Therefore it contains a convergent
subsequence (this is Heine-Borel theorem). Let us denote the corresponding

subsequence of {zj} as {3:,(:)}.

Similarly the sequence of real numbers { fg(x,il))},;“;l is bounded; namely
\fg(x,gl)) < |Ifollxllzxllx < M]||f2llx’. Therefore it contains a convergent
subsequence. Let us denote the corresponding subsequence of {xl(cl)} as
{7},

We can proceed like this indefinitely. Let us consider the diagonal sub-
sequence: {x,(ck)}gozl



Note that the “tail” of the diagonal sequence, {ng)}zo: N 1s a subsequence
of {x,(j) oo, forall i < N. As a consequence of thisn, the sequence of real
numbers ~{fz(:1:/,(§k))}2":1 is Cauchy for alli = 1,2,.... Let us define a function
F(fi) = limg00 fz(x,(ck)) Clearly F' is linear, and it is also bounded: Vi,
|[F'(fi)| < M|/ fill x-

First will show that F' can be extended to be an element of X” (we can do
this directly without using Hanh-Banach theorem in the present situation).
Indeed, take an arbitrary f € X', and consider an arbitrary sequence { f; }32,
converging to f where f; are elements of our everywhere dense subset. Then

[E(f) = F() = [F(fi = £)] < lim |(fi = £ < Mfi = flx-

Thus the sequence of numbers {F(f;)} is Cauchy and we can define F(f) =
lim;_yo0 F(fi). Furthermore, |F(f)] < M]||f||x for all f € X" and therefore
FeX"

Since X is reflexive, there is T € X such that Vf € X' : F(f) = f(z).
We will now show that :c,(ck) — Z. Let € > 0 be arbitrary. For an arbitrary
f € X' let us select and fix f; from the everywhere dense set such that

IIf — fillx» < e. We now use a classical 3e-type argument:

(@ — 2 < 1(F = F)@|+1(f = f) @) + @) — filal?)]
< el|zl|x +eM + |F(f;) — filz{?)).

The last term becomes arbitrarily small when we let & — co. Thus Vf € X’
we have f(x) = limg_, f(x,(f)). O

4 Lecture 4

Section 2.4.2: Weak convergence, closedness, and compactness in Banach
spaces.

Keywords: epigraph of a function, lower-semicontinuity

Main results: Hanh—Banach separation theorem. Theorems 2.11 and
2.12. Weierstrass’ theorem (existence of optimal solutions):

Theorem 3. Let X be a reflexive Banach space, C C X be nonempty,
closed, bounded, and convex; and f : X — R be lower semi-continuous and
convex. Then there is & € C such that

f(z) = inf f(z).

zeC

Proof. Sketch: (1) Take a minimizing sequence zj € C; (2) X is sequentially
weakly compact (Theorem 2.11) therefore (up to a subsequence) xp — & €



C; (3) f is weakly sequentially lower semi-continuous (Theorem 2.12) , and
therefore

inf f() < f(7) < lim f(a) = inf f(2)

5 Lecture 5

Section 2.2: Sobolev spaces.

Section 2.3: Weak solutions to elliptic equations.

Keywords: Weak derivative, trace theorem (Theorem 2.1), regular (Lip-
schitz) domain, Lax-Milgram lemma (Lemma 2.2), Friedrichs inequality
(Lemma 2.3)

Note that we have considered a version of Lax—Milgram lemma, where
we have assumed that the bilinear form is symmetric. In this case the
bilinear form defines an equivalent inner product on our space, and existence
of solutions to the variational statement is given by Riesz representation
theorem.



