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Previous lecture

Quasi-Newton methods:
▶ In each step consider the model function

f (xk + p) ≈ mk(p) = f (xk) + ⟨∇f (xk), p⟩+
1

2
⟨p,Bkp⟩.

▶ Define the search direction pk as the minimiser of mk and find a
suitable step length αk > 0.

▶ Define Bk+1 by slightly changing Bk in such a way that the secant
equation holds:

Bk+1sk = yk that is, Bk+1(xk+1 − xk) = ∇f (xk+1)−∇f (xk).

Symmetrix rank 1 (SR1) method:
▶ Choose Bk+1 such that Bk+1 − Bk is a symmetric rank 1 matrix.
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Goals for today’s lecture

The DFP and BFGS methods.

Trust region methods as alternatives to the line search idea.
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