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Below follows one possible solution to the exercise set.

We want to show that U € M,,«,,(C) is unitary if and only if the column vectors

define an orthonormal basis of C".

Recall that for two n x n matrices A = (A;;) and B = (B;;) the matrix product is
defined as the matrix AB with the elements

(AB)ir = > _ AijBj.

j=1

Assume that U = (u;;) is a unitary matrix, and let u; = (ugj,u2j,...,u, ;)7 denote
the j column of the matrix U = (u;;). Since U is unitary we know that U*U = I,,,
where U* = (u;;) and I,, is the identity on C". Thus we have

" 1 ifi =k
U D) = E Wiilip = Ogf = ’ ’
(U0 = itk = Ok {07 if i # k.

However, the sum is nothing else than the inner product of the columns of U. Namely,
n
(g, wi) = Ujitup; = Oy,
j=1

This shows that the columns of a unitary matrix are orthonormal.

On the other hand, given a set of orthonormal vectors {u; = (u1 j,u2;, ..., unyj)T ?:1
then the matrix U is unitary, as

U V)ir =Y Wy = (up, s) = Sk,
=1

and .
(UU )ik =D wjittje = (ui, ug) = .
j=1
This shows that U*U = I,, = UU™, and so U is unitary.

Assume that A and B are unitary equivalent matrices. That is, there exists some

unitary matrix U such that B = U*AU. Show that A is positive definite if and only
if B is positive definite.
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A matrix A is called positive definite if (Az,z) > 0 for all z € C™"\{0}. So assume
that A is positive definite, then for any = € C™\{0} we have that

(Bx,z) = (U*AUz,z) = (AUz,Uz) = (A(Ux),Uz) > 0,

as A is positive definite.

On the other hand, assume that B is positive definite. Then, for any € C*"\{0} we
have

0<(B(Uz),U'z) = (UBU*x,z) = (Azx,x),

as A = UBU*. This shows that A is positive definite. The argument for semi-
positiveness is the same

Let us compute the singular values of A. Recall that these are the square roots of
the non-zero eigenvalues of the self-adjoint matrix

2 2 =2
AA*:<§ g) or A*A=1 2 2 =2
-2 =2 2

In the first case we get a 2 X 2-matrix and in the second case we get a 3 X 3-matrix, so
for simplicity we use AA* for the computation. The eigenvalues of AA* are 6 and 0
(for those, who have decided to use A*A, the eigenvalues are 6,0,0). Hence o1 = v/6
is the only singular value of A, which fits well with the fact that A has rank one.

Consequently, ¥ is given by
V6 0 0
3= .
0 0O
Let us look at the eigenvectors of A*A. A bit of computation yields
1 1 1
1 1 1
1

, U2 y U3

IV U RV Rl ey

v =

The vectors vy, v2, v3 form an orthonormal basis for R, and serve as the columns of
V.

V=

o il

IS5
SIS

Finally we find the columns of U. The first column is given by

1 1 1
NEHT TR <1)

Since we only had one singular value o1, the second column of U is obtained by
completing {u;} to an orthonormal basis for R?. This is achieved by choosing us

. . 1
orthogonal to u;, and by inspection we see that we can choose us = % < ) . Thus

2\—1
11
U:(@ f)
V2 V2
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Hence L1
a—usve (v v\ (Ve ooy [x i P
A AT IRV S

V6 V6 V6

For A € My xn(C) we want to show that AA* and A*A have the same positive
eigenvalues. Moreover, the A-eigenspaces of AA* and A* A have the same dimension
over C.

First, note that any eigenvalues of A*A and AA* are necessarily positive. Let A\ be
an eigenvalue of A*A with the corresponding eigenvector v. Then

Mo, v) = (A% Av,v) = (Av, Av) > 0,

and similarly for AA*.
Now, let A > 0 be a positive eigenvalue of A*A, with the corresponding eigenvector
v. Then, we claim that Av is an eigenvector of AA* with eigenvalue A.

AA*(Av) = A(A*A)v = A(M) = AAw.

Note that Av is necessarily not 0, as v is an eigenvalue of A*A. If Av was zero, then
A*Av = A*0 = 0, which contradicts the fact that A*Av = Av for A > 0. This shows
that any eigenvalue of A*A is also an eigenvalue of AA*.

Similarly, if A is an eigenvalue of AA* with eigenvector u, then A*u is an eigenvalue
of A*A with eigenvalue A. Namely,

A*A(A*0) = A*(AA")v = A*(\w) = AA*v.

This shows that A*A and AA* has the same eigenvalues.

Now, assume that for an eigenvalue A > 0 the A-eigenspace of A*A is k-dimensional.
Then there exists k linearly independent vectors vq, ... v, such that

cvr + ... +cup =0, ifandonlyif ¢; =0, for1<j<k.

From here, consider the vectors Avq,..., Avg which lies in the A-eigenspace of AA*,

and assume that i
0= Z CjAUj
=1

for some choice of ¢;. Then, as A and A* are linear transformation, it follows that

k k k
0= A*(O) = A* Z CjAUj = ZCJ'A*AUJ' = )\ZCjUj.
7=1 7=1 7=1

From the linearly independence of v; we can conclude that the eigenvectors Avy, ... Avy,
must be linearly independent. Thus, the dimension of the A-eigenspace of AA* must
be at least the same as that of A*A. Namely,

dim(A-eigenspace of AA*) > dim(\-eigenspace of A*A).
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However, by running the same argument again, but starting with the A-eigenspace
of AA* we get that

dim(A-eigenspace of AA™) < dim(A-eigenspace of A*A),

as A*v; is a A eigenvector of A*A for each A-eigenvector v; of AA*. This implies that
the dimension is the same.

Note that this also implies that the dimension of the 0-eigenspace is the same for both
matrices. Since the A-eigenspaces only intersect trivially for different eigenvalues
A > 0, it follows that the sum of all dimension of the eigenspaces gives the full
dimension n. Thus

dim(0-eigenspace of AA™) =n — Z dim(A-eigenspace of AA™)
A>0
=n — Z dim(A-eigenspace of A*A)
A>0
= dim(0-eigenspace of A*A).
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