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Problem 1

a) Use Laplace convolution theorem to compute

f(t) :=
∫ t+1

0
(t+ 1− x)4x5 dx

The idea is to look at the following two functions

a(t) = t4, b(t) = t5,

by our definition of convolution in Laplace transform theory (different from the convolution in
Fourier analysis) we have

(a ∗ b)(t) =
∫ t

0
a(t− x)b(x) dx =

∫ t

0
(t− x)4x5 dt.

Hence
f(t) = (a ∗ b)(t+ 1).

Take the Laplace transform of a ∗ b and apply the Laplace convolution theorem, we get

L(a ∗ b) = L(a) · L(b) = 4!
s5 ·

5!
s6 = 4!5!

10!
10!
s11 ,

together with
L(t10) = 10!

s11 ,

it gives
(a ∗ b)(t) = 4!5!

10! · t
10 = t10

1260 .

Now we have
f(t) = (a ∗ b)(t+ 1) = (t+ 1)10

1260 .

b) With the above f , find the solution y(t) of∫ t+1

0
y(t− x)x9 dx = f(t).

Take
u(t) = y(t− 1), v(t) = t9,
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as before, we have∫ t+1

0
y(t− x)x9 dx =

∫ t+1

0
u(t+ 1− x)v(x) dx = (u ∗ v)(t+ 1).

By our formula for f , we have

(u ∗ v)(t+ 1) = (t+ 1)10

1260 ,

hence
(u ∗ v)(t) = t10

1260 .

Take the Laplace transform of u ∗ v and apply the Laplace convolution theorem, we get

L(u ∗ v) = L(u) · L(v) = L(u) · 9!
s10 .

Hence
L(u) · 9!

s10 = L
(
t10

1260

)
= 10!

1260s11 ,

which gives
L(u) = 1

126s,

from which we get
u(t) = 1

126
and y(t) = 1/126.

Problem 2

Compute the Fourier transform of

f(x) =

x+ 1 |x| < 1
0 |x| ≥ 1.
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Input the value of f , we get

f̂(w) = 1√
2π

∫
R
f(x)e−ixw dx = 1√

2π

∫ 1

−1
(x+ 1)e−ixw dx.

When w = 0,
∫ 1
−1(x+1)e−ixw dx =

∫ 1
−1(x+1) dx = 2, hence f̂(w) =

√
2
π
.When w 6= 0, compute

∫ 1

−1
(x+ 1)e−ixw dx = (x+ 1)e

−ixw

−iw
|1−1 −

∫ 1

−1

e−ixw

−iw
dx = 2ie−iw

w
−
∫ 1

−1

e−ixw

−iw
dx.

Compute again ∫ 1

−1

e−ixw

−iw
dx = e−ixw

(−iw)2 |
1
−1 = 2i sinw

w2 ,

we get ∫ 1

−1
(x+ 1)e−ixw dx = 2ie−iw

w
− 2i sinw

w2 .

To summarize, we have

f̂(w) =


√

2
π

w = 0
1√
2π

(
2ie−iw

w
− 2i sinw

w2

)
w 6= 0.

Problem 3 TMA4135 Mathematics 4D:

Let us define u(x, y) = ln(x2 + y2) outside the origin, compute uxx and uyy, then show that

uxx + uyy = 0

outside the origin.

Notice that outside the origin we have

ux = 2x/(x2 + y2)

which gives
uxx = 2/(x2 + y2)− 4x2/(x2 + y2)2 = 2(y2 − x2)/(x2 + y2)2.

Similarly
uy = 2y/(x2 + y2)

and
uyy = 2(x2 − y2)/(x2 + y2)2,
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hence
uxx + uyy = 0.

Problem 4 Given the partial differential equation

utt + 5uxt + 4uxx = 0 (1)

for u = u(x, t) and x ∈ R and t > 0.

a) Introduce new variables
ξ = x− 4t, η = x− t.

Show that v(ξ, η) = u(x, t) satisfies the equation

vξη = 0.

b) We are given functions f and g. Show that

u(x, t) = 1
3
(
4f(x− t)− f(x− 4t)

)
+ 1

3

∫ x−t

x−4t
g(z)dz

solves equation (1) with initial conditions

u(x, 0) = f(x), ut(x, 0) = g(x).

Solution a) By repeated use of the chain rule we find

ux = vξ + vη, uxx = vξξ + 2vξη + vηη,

ut = −4vξ − vη, utt = 16vξξ + 8vξη + vηη,

uxt = −4vξξ − 5vξη − vηη.

Inserting these expressions into equation (1), we find

0 = utt + 5uxt + 4uxx = −9vξη.

b) With

u(x, t) = 1
3
(
4f(x− t)− f(x− 4t)

)
+ 1

3

∫ x−t

x−4t
g(z)dz
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we find

ut = 1
3
(
− 4f ′(x− t) + 4f ′(x− 4t)

)
+ 1

3(−g(x− t) + 4g(x− 4t)),

utx = 1
3
(
− 4f ′′(x− t) + 4f ′′(x− 4t)

)
+ 1

3(−g′(x− t) + 4g′(x− 4t)),

ux = 1
3
(
f ′(x− t)− f ′(x− 4t)

)
+ 1

3(g(x− t)− g(x− 4t)),

uxx = 1
3
(
f ′′(x− t)− f ′′(x− 4t)

)
+ 1

3(g′(x− t)− g′(x− 4t)),

and hence

u(x, 0) = 1
3
(
4f(x)− f(x)

)
+ 1

3

∫ x

x
g(z)dz = f(x),

ut(x, 0) = 1
3
(
− 4f ′(x) + 4f ′(x)

)
+ 1

3(−g(x) + 4g(x) = g(x).

If we insert the computed derivatives in equation (1) we find that it is satisfied.

Problem 5 Consider the heat equation

ut = c2uxx + α cos(x− π) (2)

where c > 0 and α ∈ R are given constants.

a) Show that
v(x, t) = α

c2 cos(x− π)

is a solution of (2).

b) Find the solution of equation (2) for x ∈ [0, π] and t > 0 such that

ux(0, t) = ux(π, t) = 0, t > 0,

and

u(x, 0) = α

c2 cos(x− π) +

0, 0 ≤ x < π
2 ,

x− π, π
2 < x ≤ π.

c) Find limt→∞ u(x, t).
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Solution a) We have vt = 0, and vxx = −α/c2 cos(x − π), which implies that vt − c2vxx =
α cos(x− π).

b) Consider the function w = u− v. Linearity (or superposition) implies that w satisfies

wt = c2wxx, wx(0, t) = wx(π, t) = 0, t > 0,

(note that vx vanishes at x = 0 and π), with initial data

w(x, 0) = u(x, 0)− v(x, 0) =

0, 0 ≤ x < π
2 ,

x− π, π
2 < x ≤ π.

Standard separation of variables (Kreyszig, p. 563) gives that

w(x, t) =
∞∑
n=0

An cos(nx)e−(cn)2t

where An are given as the Fourier coefficients of the initial data, thus

w(x, 0) =
∞∑
n=0

An cos(nx) =

0, 0 ≤ x < π
2 ,

x− π, π
2 < x ≤ π.

Standard formulas for Fourier series yield for n > 0

An = 2
π

∫ π

0
cos(nx)w(x, 0)dx

= 2
π

∫ π

π/2
cos(nx)(x− π)dx

= 2
π

[ ∣∣∣∣π
π/2

1
n

sin(nx)(x− π)− 1
n

∫ π

π/2
sin(nx)dx

]
= 1
n

sin
(nπ

2
)

+ 2
πn2 cos

(nπ
2
)
.

In addition,
A0 = 1

π

∫ π

0
w(x, 0)dx = 1

π

∫ π

π/2
(x− π)dx = −π8

Thus the answer reads

u(x, t) = v(x, t) + w(x, t)

= α

c2 cos(x− π)− π

8 +
∞∑
n=1

( 1
n

sin
(nπ

2
)

+ 2
πn2 cos

(nπ
2
))

cos(nx)e−(cn)2t.
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c) We see that each term in the infinite sum contains the exponentially decaying factor e−(cn)2t.
Thus these terms will all vanish in the limit when t→∞. Hence

u(x, t)→ α

c2 cos(x− π)− π

8 , t→∞.

Problem 6 We want to use a fixed point iteration xk+1 = g(xk), k = 0, 1, . . . to solve the
nonlinear equation

0 = f(x) = exp(x)− 2 , (3)

a) Find all solutions of (3) using basic calculus. Reason why these are in fact all solutions.

b) Consider the following choices for g – both given by a Python code snippet (assume that
the numpy library is imported)

• (i)
def g1(x):

return -2*( exp(x) -2)/4 + x

(ii)
def g1(x):

return -(exp(x) -2)/4 + x

(iii)
def g1(x):

return 2*( exp(x) -2)/4 + x

(iv)
def g1(x):

return (exp(x) -2)/4 + x

•
def g2(x):

return exp(x) - 2*x - 2 + 3* log (2)

Based on the convergence theorem for fixed point iterations (The fixed point theorem),
prove or disprove in both cases whether the fixed point iteration converges towards a
solution of f(x) = 0 if the initial guess x0 is chosen sufficiently close to a solution.
What order of convergence do you expect in the case of g2 and why?

c) Write down Python code that implements the according fixed point iteration function of
Newton’s method for problem (3).
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Solution:
a) exp(x) − 2 = 0 is equivalent to x = ln(2). These are all solutions, as the function f(x) =
exp(x)− 2 is strictly monotone.
b) The fixed point of g1 is x = ln(2). x = −M ·(exp(x)−2)

4 + x is equivalent to x = ln(2), and so
ln(2) is a fixed point of g1. We have |g1′(x)| = | − M

4 · exp(x) + 1| x=ln(2)= | − M
2 + 1|. We have

the following variants:

• M = −2: |g1′(x)| = |1 + 1| = 2 6< 1. So the fixed point iteration does not converge
towards a solution of f(x) = 0.

• M = −1: |g1′(x)| = |12 + 1| = 3
2 6< 1. So the fixed point iteration does not converge

towards a solution of f(x) = 0.

• M = 1: |g1′(x)| = | − 1
2 + 1| = 1

2 < 1. So the fixed point iteration converges towards a
solution of f(x) = 0.

• M = 2: |g1′(x)| = | − 1 + 1| = 0 < 1. So the fixed point iteration converges towards a
solution of f(x) = 0.

We can easily see that x = ln(2) satisfies x = g2(x), and therefore, x = ln(2) is a fixed point
of g2. We have |g2′(x)| = | exp(x) − 2| x=ln(2)= 0 < 1. So the fixed point iteration converges
towards a solution of f(x) = 0.

As the value of the derivative is zero, one should locally expect (at least) second order conver-
gence (as in the proof for convergence of Newton’s method)
(c) For the above function f , the derivative is given by f ′(x) = exp(x). For Newton’s method,
one therefore obtains

xk+1 = xk − f(xk)/f ′(xk) = gNewton(xk) = xk −
exp(x)− 2

exp(x)

As Python code, this can be implemented in various ways, straightforward, it is similar to
def gNewton (x):

return x - (exp(x) -2)/ exp(x)

Problem 7 Let
f(x) =

{
ln(x+ 1) (x > 0)
sin(x) (x ≤ 0)

and consider the nodes x1 = −1, x2 = 0 and x3 = 1.
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a) What is the degree of the polynomial interpolation using the above nodes?

b) Compute the polynomial interpolation to f using the Lagrange form.

c) Determine the Newton form of the interpolating polynomial.

Solution:
a) The degree of an interpolating polynomial is at most 2.
(b) The Lagrange polynomials `i(x) are quadratic functions. Since f(x2) = 0, we only need
to consider `1 and `3

`1(x) =
∏
j 6=1

x− xj
x1 − xj

= (x− 0) · (x− 1)
(−1) · (−2) = x2

2 −
x

2

`3(x) =
∏
j 6=3

x− xj
x3 − xj

= ((x+ 1) · (x− 0)
2 · 1 = x2

2 + x

2

The interpolating polynomial (in Lagrange form) is given by

p(x) = f(x1) · `1(x) + f(x3) · `3(x) = (− sin 1) ·
(
x2

2 −
x

2

)
+ ln 2 ·

(
x2

2 + x2

2

)
.

(Further simplified is this identical to ln 2−sin 1
2 · x2 + sin 1−+ ln 2

2 x ≈ −0.07416 · x2 + 0.7673 · x)
(c) Interpolating polynomial in Newton form

x = −1 f = − sin 1
sin 1

x = 0 f = 0 − sin 1 + ln 2
2

ln 2
x = 1 f = ln 2

So, we get the polynomial

p(x) = − sin 1 + (x+ 1) ·
(

sin 1 + (x− 0) · − sin 1 + ln 2
2

)

Problem 8 Let
f(x) =

(
ln(x+ 1) for x > 0,
x2 else.

It holds I :=
∫ 1
−1 f(x)dx = 2 · ln(2)− 2

3 ≈ 0.71962769445. When using the composite Simpson’s
rule to approximate I, one obtains the following results:
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number of subintervals m approximation Sm error em := |I − Sm|
3 0.70131264673 1.83150E-02
9 0.71757280057 2.05489E-03
27 0.71939910470 2.28590E-04
81 0.71960229224 2.54022E-05
243 0.71962487194 2.82251E-06

What order of convergence does this data suggest? Give a detailed explanation of these results
on the basis of the theoretical error analysis of composites Simpson’s rule from the lectures.

Solution:
The theorem from the lectures says that the composite Simpson’s rule is fourth order accurate.
That means that a reduction of the step size (aka a tripling of the number of steps) results
(asymptotically) in a reduction of the error by a factor of 34 = 81.

However, in the numerical experiment, we see the following error reductions (where in every
step the number of steps is indeed tripled):

m1 = 3 m2 = 9 error reduction em1
em2
≈ 8.9129

m1 = 9 m2 = 27 error reduction em1
em2
≈ 8.9894

m1 = 27 m2 = 81 error reduction em1
em2
≈ 8.9988

m1 = 81 m2 = 243 error reduction em1
em2
≈ 8.9999

This observation corresponds to second order convergence (as 32 = 9). The reason is that the
integrand is not (as required by the theoretical result) four times continuously differentiable.
Instead, one has

lim
x→0,x>0

f ′(x) = lim
x→0,x>0

1
1 + x

= 1 6= 0 = lim
x→0,x≤0

2 · x = lim
x→0,x≤0

f ′(x) .

Numerics of ODEs

Problem 9 We want to solve the second order ODE

u′′ = −11u′ − 10u+ 2, u(0) = 1, u′(0) = −1,
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using the explicit Euler method.

What is the largest step length for which we obtain a stable numerical solution?

Solution:

We start by rewriting the ODE as the system

y′1 = y2,

y′2 = −10y1 − 11y2 + 2,

or
~y′ = A~y +~b

with
A =

(
0 1
−10 −11

)
and ~b =

(
0
2

)
.

The Euler method is stable, if all the eigenvalues of the matrix A multiplied by the step size h lie
within its stability region. Here, the eigenvalues of A are the roots of its characteristic polynomial
p(λ) = λ2 + 11λ+ 10, that is, λ1 = −1 and λ2 = −10. The stability region of the Euler method is

R(z) =
{
z ∈ C : |1 + z| ≤ 1

}
.

We thus arrive at the conditions

|1− h| ≤ 1 and |1− 10h| ≤ 1.

The first condition is equivalent to 0 ≤ h ≤ 2, whereas the second is equivalent to 0 ≤ h ≤ 2/10.
Together, these results imply that h = 2/10 is the largest step size for which the solution remains
stable.

Numerics of PDEs

Problem 10 Consider the two-point boundary value problem

u′′ + x2u′ − u = x3 for 0 < x < 1

with boundary conditions

u(0) = 2 and u′(1) = −1
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Set up a finite difference scheme for this problem using central differences. For the boundary
condition at x = 1, use the idea of a false boundary and central differences. Use equidistant
grid points xi = i∆x with a grid size ∆x = 1/N .

Set up the specific system of equations for the case N = 2.

Solution:

We first replace the derivatives in the equation by finite differences and obtain the equation
u(x+ ∆x)− 2u(x) + u(x−∆x)

∆x2 + x2u(x+ ∆x)− u(x−∆x)
2∆x − u(x) +O(∆x2) = x3.

Next we approximate ui ≈ u(xi) and drop the O(∆x2) term. This results at the interior grid points
xi, i = 1, . . . , N − 1, in the equation

ui+1 − 2ui + ui+1
∆x2 + x2

i

ui+1 − ui−1
2∆x − ui = x3

i .

For i = 0 (and xi = 0) we use the Dirichlet boundary condition u(0) = 2, which results in the equation

u0 = 2.

For i = N (and xi = 1) we use the Neumann boundary condition u′(1) = −1 and the idea of a false
boundary. That is, we introduce the fictitious node xN+1 = 1 + ∆x and the corresponding fictitious
function value uN+1, and obtain the two equations

uN+1 − 2uN + uN−1
∆x2 + x2

N

uN+1 − uN−1
2∆x − uN = x3

N ,

uN+1 − uN−1
2∆x = −1.

Solving the second equation for uN+1 yields that

uN+1 = uN−1 − 2∆x.

Using that xN = 1, the first equation then results in
uN−1 − 2∆x− 2uN + uN−1

∆x2 + uN−1 − 2∆x− uN−1
2∆x − uN = 1,

or
2uN−1 − 2uN

∆x2 − uN = 2 + 2
∆x.

For the specific case N = 2 and ∆x = 1/2, we obtain the equations

u0 = 2,

4(u2 − 2u1 + u0) + 1
4(u2 − u0)− u1 = 1

8 ,

8(u1 − u2)− u2 = 6.



TMA4130/35 Mathematics 4N/D, August 2021 Page i of iii

Fourier Transform

f(x) = 1√
2π

∫ ∞
−∞

f̂(w)eiwx dw f̂(w) = 1√
2π

∫ ∞
−∞

f(x)e−iwx dx

e−ax
2 1√

2a
e−w

2/4a

e−a|x|

√
2
π

a

w2 + a2

1
x2 + a2

√
π

2
e−a|w|

a1 for |x| < a

0 otherwise

√
2
π

sinwa
w

Laplace Transform

f(t) F (s) =
∫ ∞

0
e−stf(t) dt

cos(ωt) s

s2 + ω2

sin(ωt) ω

s2 + ω2

cosh(ωt) s

s2 − ω2

sinh(ωt) ω

s2 − ω2

tn
Γ(n+ 1)
sn+1 ,

for n = 0, 1, 2, . . ., Γ(n + 1) = n!

eat
1

s− a
δ(t− a) e−as

∫
xn cos ax dx = 1

a
xn sin ax− n

a

∫
xn−1 sin ax dx∫

xn sin ax dx = −1
a
xn cos ax+ n

a

∫
xn−1 cos ax dx
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Numerics

• Newton’s method: xk+1 = xk − f(xk)
f ′(xk) .

• Newton’s method for system of equations: xk+1 = xk − J(xk)−1f(xk),
with J = (∂jfi).

• Lagrange interpolation: pn(x) = ∑n
k=0 `k(x)f(xk), with `k(x) = ∏

j 6=k
x−xj

xk−xj
.

• Interpolation error: εn(x) = f (n+1)(t)
(n+1)!

∏n
k=0(x− xk).

• Chebyshev points: xk = cos
(

2k+1
2n+2π

)
, 0 ≤ k ≤ n.

• Newton’s divided difference: f(x) ≈ f0 + (x− x0)f [x0, x1]+
(x− x0)(x− x1)f [x0, x1, x2] + · · ·+ (x− x0)(x− x1) · · · (x− xn−1)f [x0, . . . , xn],
with f [x0, . . . , xk] = f [x1,...xk]−f [x0,...,xk−1]

xk−x0
.

• Trapezoidal rule:
∫ b
a f(x) dx ≈ h

[
1
2f(a) + f1 + f2 + · · ·+ fm−1 + 1

2f(b)
]
.

Error of the trapezoid rule: |ε| ≤ b−a
12 h

2 maxx∈[a,b] |f ′′(x)|.

• Simpson’s rule:
∫ b
a f(x) dx ≈ h

3 [f0 + 4f1 + 2f2 + 4f3 + · · ·+ 2fm−2 + 4fm−1 + fm].
Error of the Simpson rule: |ε| ≤ b−a

180 h
4 maxx∈[a,b] |f (4)(x)|.

• Euler method: yn+1 = yn + hf(xn,yn).

• Improved Euler (Heun) method: yn+1 = yn + 1
2h[f(xn,yn) + f(xn + h,y∗n+1)], where y∗n+1 =

yn + hf(xn,yn).

• Classical Runge–Kutta method: k1 = hf(xn,yn),
k2 = hf(xn + h/2,yn + k1/2),
k3 = hf(xn + h/2,yn + k2/2),
k4 = hf(xn + h,yn + k3),
yn+1 = yn + 1

6k1 + 1
3k2 + 1

3k3 + 1
6k4.

• Backward Euler method: yn+1 = yn + hf(xn+1,yn+1).
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• Butcher tableaux for different Runge–Kutta methods:

0 0
1

0 0 0
1 1 0

1
2

1
2

0 0 0 0 0
1
2

1
2 0 0 0

1
2 0 1

2 0 0
1 0 0 1 0

1
6

1
3

1
3

1
6

1 1
1

Euler Heun classical RK backward Euler

• Order conditions:

p = 1: ∑i bi = 1.

p = 2: ∑i bici = 1/2.

p = 3: ∑i bic
2
i = 1/3 and ∑i,j biaijcj = 1/6.

p = 4: ∑i bic
3
i = 1/4, ∑

i,j biciaijcj = 1/8, ∑
i,j biaijc

2
j = 1/12,

and ∑i,j,k biaijajkck = 1/24.

• Finite differences:

f ′(x) ≈



f(x+ h)− f(x)
h

, forward difference,

f(x)− f(x− h)
h

, backward difference,

f(x+ h)− f(x− h)
2h , central difference.

and
f ′′(x) ≈ f(x+ h)− 2f(x) + f(x− h)

h2 .

• Crank–Nicolson method for the heat equation: r = k
h2 ,

(2 + 2r)ui,j+1 − r(ui+1,j+1 + ui−1,j+1) = (2− 2r)uij + r(ui+1,j + ui−1,j).


