Problem 1 (TMA4125/TMA4130)

Use the Laplace transformation for solving the differential equation
y' + 3y + 2y =tu(t — 1)

with the initial conditions

Possible Solution
Application of the Laplace-transform to the equation gives us
s%Y — sy(0) — 4/(0) + 3sY — 3y(0) +2Y = L(tu(t — 1)).
The right hand side computes to
Ltu(t—1)) = L{((t= 1)+ Du(t —1)) = e L(t+1)

(1 1 _S5+1
=€ ( —|—):e

s2 s s2

Inserting this and the initial conditions into the transformed equation, we

obtain
_¢s+1

5 -

Y —s4+143sY —3+Y =e¢
S

Noting that
(s*+3s+1)=(s+2)(s+1)

we obtain that

1
(8—1-2)(5—1-1)}/:5—1—2—1-658:2
and thus ! ]
Y = pl———
s+1+e s%(s + 2)
Now
I _dst2-s 111 1 11 ls#2-s 11 1111
s2(s+2)  2s%(s+2) 282 2s(s+2) 252 4s(s+2) 28 4s 4ds+2
Hhus 1 11 11 1 1
O o)
y(t) sr1 ¢ 22 a5 Tis2
1
— ot _ _1) — —(t-2)
=e '+ Jult D(2(t=1) = 14 e (72)
1
_ -t - . . 2—t
="+ Jult 1)(2t =3+ e*7).
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Problem 1 (TMA4122)

Let f be the function

1

:1+ 5 for x € R.
T

/()

Use the Fourier transformation for computing the convolution (f * f)(z).

Possible Solution

We have

F(f  Ple) = VER(F()) = var ([ Te) = \/fe—zw.

Now we note that
2 2
f_l —2|w| — -
N =2

f*f(a) = ﬁf*(e—?'w')(x) = f;z‘

Problem 1 (TMA4123)

Consider the Matlab script
function x = TMA4123(N)

and therefore

x = 0;

for i=1:N

x = x — (exp(x)—x"2)/(exp(x)—2%x);
end

Compute the return value of the script for N = 2 and explain why this

is an approximation to the solution of the equation
e’ =22

Possible Solution

Newton’s method for the solution of the equation e* — 2% = 0 reads

etn — 1,2
Tl = In T 2z,



which is exactly the formula that defines the updates in the for-loop. Thus
the Matlab script is nothing else than an implementation of Newton’s method

for the solution of the given equation with starting value x = 0 and N
iterations.
With N = 2 we obtain in the first step a value of
0_ 2
e’ —0
—0-—~ -1
v e —2-0 ’

and in the second step

6_1 _ (_1)2
- £ T o 0.7330436.
‘ 1 2. (-1

This is also the return value of the script.

Problem 2

Find the polynomial of lowest degree that interpolates the points

Fad |2 [ 4 [o] 1[4

Possible Solution

Using Newton interpolation®, we obtain

2 2
2
14 -3
4 1
010 0 1/4
4 2
1] -4 6
8
2 || 4

Thus the interpolation polynomial in Newton form reads

plx)=2+2(x+2)-3x+2)(z+1)+ (z+2)(x+ 1)z + i(m +2)(z+ Dzx(z—1)

1
:2+2(:p+2)—3(x2—|—3x+2)+x3+3x2—|—2x+1(x4—|—2x3—x2—2x)
1, 3, 1, 11

= 1x4+§x3 - zx — ?.I

Lagrange interpolation would be fine as well
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Problem 3

Use the trapezoidal rule with step length h = 0.25 in order to find an ap-
proximation 7" of the integral
1
I= / e da.
0

Find an upper bound for the error |I —T|.

Possible Solution

The trapezoidal rule with h = 0.25 for this integral reads
Lrl g 0.252 0.52 0752 | 14
T:4<26 +e ™ fe? e +2e>%1.490679.

For the error estimate we use the formula

1
el < 150257 max [(e”)"].

Now
2 2

(") = 2ze”
and thus
()" = (2ze®) = (42 + 2)e"".

Since both the functions 422 + 2 and e** are positive and increasing on the
interval [0, 1], the maximum is attained for the largest value of x, that is, for
x = 1. Thus

2\
Jax|(e”)"] = Ge

and we obtain the error estimate

1 e
< —0.25%6e = — =~ 0.08494631.
el = 3 ©T 3

Problem 4

Perform two iterations of the Jacobi method for solving the linear system

ox1 + 2x9 + T3 = 5,
—X1 —51’2 +x3 = 5,
T +l‘2+3l’3 = —3.

Use the initial value (%) = (0,0,0).



Possible Solution

The Jacobi method for this system reads

1
k41
a:g ):5(5—21:]2“—1:];),
1
zytY = —5<5 + 2 — :c’g)7
1
k41
x§+):§(—3—x’f—x§>.
In the first iteration we obtain
1
M _2(=_9.0_0n) —
a _5(5 2:0-0) =1,
1
o _ 2+ 0 — _
2V = 5(5+0 0) = -1,
w_Lra o oy
x _3( 3-0-0)=-1

In the second iteration, we obtain

Problem 5

Let f be the 6-periodic function defined by
flz)=2+3 for —3 <2 <3.

Find the Fourier series of f.

Possible Solution

The Fourier coefficient ag computes as

1 /3
aozé/ x4+ 3dr = 3.

-3

If n > 1, we obtain

1 /3
an:—/ (x—l—?))cos%dx.



Now note that the function x is odd, while cos is even, which implies that

nmr

x cos 2% is odd, and thus its integral from —3 to 3 equal to 0. Thus

3
3

an / 3coswdx—isinw =0.
3 nm 3 -3

For the computation of the coefficients b,, we obtain
1 /3
b, = 7/ (x+3)sinmdx,
3J-3 3

which reduces, because sin is odd, to

. nmx
b, =3 xsm—dx

Integration by parts yields

b, = —lxicos@3 —} 3<—3cosm> dx
" 3w 3 |3 3.J- nmw 3
1 1 3 nrx|®
= ——(3(-1D)"— (=3)(—=1)" — —sin —
nﬂ(( ) ( )( )>+n7rn7rsm 3 |3
6(_1)n+1
N nmw

Thus we obtain the Fourier series expansion

6(—1)"*t | nrz

) =34+ — sin 5

Problem 6

Let f be the 2m-periodic function given by

e? for0<zx<m,
flz) =
0 for —m<2x<0.

Assume that a, and b, are the Fourier coefficients of f, and denote by g and
h the functions

g(x) = ay + i ay, cos(nw) and h(z) = i by, sin(nx).

n=1

Sketch the graphs of the functions f, g, and h on the interval [—27, 27], and
find the values of f(z) and g(x) in the points © = —7/2, x = 0, and x = 7/2.
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Possible Solution

Since the function g contains only a constant and cosine terms, it is even,
that is g(x) = g(—=z). Also, the function h only contains sine terms and
therefore is odd, that is, h(—z) = —h(z). Finally, we note that

g(x) + h(z) = ap + i (an cos(nzx) + by, sin(nx)) = f(x)

n=1

(at all points = where f is continuous), as a,, and b,, are the Fourier coefficients
of f. In other words,

g(x) + h(z)
g(w) + h(z)

e’ forall 0 <z <,
0 forall —7m<x<0.

Now the second equation can also be written as
g(—x)+h(—2)=0 forall 0 <z <.

Using the fact that g(—z) = g(z) and h(—z) = —h(x), we thus obtain the
system of equations

g(x) + h(z)
g(x) — h(z)

Solving this system for g(z) and h(x) yields

e’ forall 0 < x <,
0 foral0 < z < 7.

g(x) = h(zx) = =€" forall 0 <z <.

e’ for 0 <z <,
e for —m<ax<0,

and
e’ for 0 <z <,

hiz) —
(z) {—ée_l’ for —m <2 <O.

and



At the point 0, the functions g and h are equal to the means of their left-hand
and right-hand limits, respectively. Therefore

g(0) = ;(9(0 —0)+g(0+ O)) = ;(eo + eo) =1

and
h(z) = ;(h(o ~0)+h(0+0)) = ;(—6_0 +e%) =0.

Problem 7

We want to find a numerical solution of the partial differential equation

ou 0*u
e — g° <r<1
o (x,t) = tu(x,t) + 927 (x,1), 0<z<1, t >0,

with boundary conditions
u(0,t) =0, u(l,t) =1 for all t > 0
and initial condition
u(z,0) =z for0<z<1.

Formulate an explicit method for solving this partial differential equation
with the given boundary and initial conditions.

Use a step length of h = 1/4 in space and perform two time steps of
length k£ = 1/10.

Possible Solution

Denote z; := ih and t; := jk, and let u; ; be a numerical approximation of
U(Z’i, tj)

The left hand side of the PDE can be discretised (in order to obtain an
explicit method) as )
and the right hand side as

2

o0“u .
tju(xi, tj> + @(1’17 tj) ~ jkui,j +

Ui-1j — 2Uij + Uit

h2

Thus one obtains

Ui — 2Uij + Uig,j

h2

Uij+1 — Wiy

k‘ = jkzui’j +




or, explicitly,

. W17 — 2Ui 5 + Wig1 s
Ujj+1 = Wij + k‘(jkum- + L hQJ +1J).
With h =1/4 and k = 1/10, this becomes

J 8
Ujjr1 = Uiy + 100 % + g(ui—l,j — 2uij + Uiy1,5)-

Now we use the initial condition u(z,0) = z in order to obtain that

Up,0 = 0,
1
Ui = 1,
1
U2,0 = 57
L3
3,0 — 47
Ug,0 = 1.
Thus
8 1
Uy = uo+0+ E(Uo,o — 2uy 0+ Uugp) = 1
8 1
U1 = Uz + 0+ 5(“1,0 — 2ug 0 + uzp) = B%
8 3
uz1 = uzo+0+ g(uzo — 2u30 + Usp) = 1
For the next iteration, we use the boundary conditions
Up,1 = 0 and Ug,1 = 1,
and obtain
+ L + 8( 2 + ) 101 0.2525
Ul = U —u —(ug1 — 2u Uo1) = — = 0.
1,2 L1 gt Tz (U 1,1 2,1 100 )
101
_ el . -9 =— =10.505
Ugo = Uz + 100U2,1 + 5(111,1 U1 + Us1) 200 )
1 8 303
_ - b -9 = — = (0.7575.
Uzz = Uz + 100U3,1 + 5(“2,1 U1 + Ugq) 100

Problem 8

Use the Fourier transformation for solving the partial differential equation

ou 0%u
a(f,t):t@(x,t), xGR, t>0,

with initial condition

22

u(z,0) =e 7, z € R.



Possible Solution

We apply the Fourier transformation (with respect only to the z-variable) to
the given PDE and obtain

aaqz(w, t) = —twi(w, t).

For every w € R, this is an ODE with respect to ¢, with solution

_w2t2

W(w,t) =C(w)e” 2.

In order to find C'(w), we use the initial condition, which, after a Fourier

transformation, reads as

w2

U(w,0) =e 7.

Thus

2

C(w) = e T,

and we obtain , ,

G(w,t) =e Te 2 =e

2
o 2t?41
whT

Finally we compute the inverse Fourier transform of @ and obtain
1 2

= - e 2<5+1) .
Vit +1

Problem 9a

Given the equation

D?*u u
@(x,y)ﬁLa—gﬂ(x,y)nLE)u(x,y):O, O<z<m 0<y<m/4,

find all solutions of the form u(x,y) = F(x)G(y) that satisfy the boundary
conditions

u(0,y) =0 and u(m,y) =0, 0<y<m/4

Possible Solution

Inserting the function u(x,y) = F(x)G(y) into the PDE, we obtain the equa-
tion

F'(2)G(y) + F(x)G"(y) + 5F (x)G(y) =0,
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which we rewrite as

Fz) Gy
F(x) G(y)
Now the left hand side only depends on z while the right hand side only

depends on y, which implies that both sides need to be constant, say equal
to k for some k£ € R. We thus obtain that

- 5.

F"(x) = kF(x),
G"(y) = (5—k)G(y).
We now consider the different possibilities for k.
o k=0
Here the equation for F' has the solution
F(z) = Az + B.

The boundary condition F'(0) = 0 implies that B = 0, and the bound-
ary condition F(r) = 0 then implies that 0 = Aw, and thus A = 0.
Thus we only obtain the trivial solution F'(x) = 0.

o k=p*>0:

Here the equation for F' has the solution
F(z) = Asinhpx + B coshpz.

Now the boundary condition F'(0) = 0 implies that B = 0, and the
boundary condition F'(7) = 0 then implies that 0 = Asinhpm, and
therefore A = 0. Again, we only obtain the trivial solution.

o k=—p?><0:

Here we obtain for F' the solutions
F(z) = Asinpz + B cos pz.

Again the boundary condition F'(0) = 0 implies that B = 0. The
boundary condition F(7) = 0, however, then implies that either A =0
or p € N. Thus we obtain the non-trivial solution

F(z) = sinpx

with p € N.
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Now we turn to the solution of the equation

G"(y) = (5—-k)G(y) = (5+p°)G(y),

which has the solution

G(y) = Acosh(y/5 + p*y) + Bsinh(,/5 + p?y).

In total, we therefore obtain the nontrivial solutions

u(z,y) = sin(px) (A cosh(y/5 + p?y) + Bsinh(y/5 + p2y))

for p € N.

Problem 9b

Find the solution of the problem in part a) that in addition satisfies the
boundary conditions

u(z,0) =sin(z), O0<z<m,

u(z,7/4) =sin(z), O0<z<m.

Possible Solution

Using the results of Problem 9a, we obtain that

u(z,y) = i sin(px) (Ap cosh(y/5 + p?y) + B, sinh(y/5 + p2y))

p=1

for some coefficients A,, B, € R, p € N.
The boundary condition u(z,0) = sin(x) now yields that

sinz = u(z,0) = > _sin(pr)A4,,
p=1
which immediately implies that

A =1 and A, =0 for p > 2.

That is,

u(x,y) = sin(z) cosh(v/6y) + i B, sin(px) sinh(y/5 + p?y).

p=1
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Now we insert the second boundary condition u(z,7/2) = sin(z) and obtain
that

sin(x) = sin(x) cosh(v/67/2)+ By sin(x) sinh(\/gﬂ/2)+i B, sin(px) sinh(y/5 + p?y).

p=2
This implies that B, = 0 for p > 2 and
_coh(v6r/2)
sinh(v/67/2)
Thus
h 2
u(x,y) = sin z cosh(v/6y) — m sin « sinh(v/6y).
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