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Problem 1  In this exercise, we consider the complex numbers
\[ z_1 = \frac{1}{2} + i \frac{\sqrt{3}}{2} \quad \text{and} \quad z_2 = \frac{\sqrt{2}}{2} + i \frac{\sqrt{2}}{2}. \]

a) Write \( z_1/z_2 \) in the form \( z_1/z_2 = a + ib \) (do not use the \( \cos \) or \( \sin \) functions).

b) Compute the modulus and an argument of \( z_1 \) and \( z_2 \). Write \( z_1 \) and \( z_2 \) in polar form.

c) Write \( z_1/z_2 \) in the form \( z_1/z_2 = \rho e^{i\theta} \).

d) Deduce from the above the values of \( \cos(\pi/12) \) and \( \sin(\pi/12) \).

Problem 2  In this exercise, we consider the differential equation
\[ y'' - 4y' + 4y = g(x). \]

a) Compute the general solution of the homogeneous equation.

b) Compute a particular solution when \( g(x) = e^{-2x} \) and when \( g(x) = e^{2x} \).

c) Compute the general solution of the equation when
\[ g(x) = \frac{1}{4}(e^{-2x} + e^{2x}). \]

Problem 3  Consider the matrix
\[ A = \begin{bmatrix} 1 & 1 & 2 \\ 1 & 2 & 4 \\ 1 & 3 & a \end{bmatrix}. \]

a) For which values of \( a \) is this matrix invertible?

b) Compute \( A^{-1} \), when this inverse exists.
Problem 4  
In this exercise, we consider the matrix $A$ given by

$$
A = \begin{bmatrix}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{bmatrix}.
$$

a) Find the eigenvalues of $A$?

b) Find a non-zero eigenvector for each eigenvalue of $A$.

c) Find a basis of $\mathbb{R}^3$ made of eigenvectors of $A$.

d) Find an orthonormal basis of $\mathbb{R}^3$ made of eigenvectors of $A$.

e) Find an orthogonal matrix $P$ and a diagonal matrix $D$ such that $D = P^T A P$.

Problem 5

a) Given the data pairs

\[
\begin{align*}
a_1 &= 1, \quad b_1 = 2, \\
a_2 &= 2, \quad b_2 = 3, \\
a_3 &= 3, \quad b_3 = 5,
\end{align*}
\]

express the system

\[
\begin{align*}
a_1 x_1 + x_2 &= b_1 \\
a_2 x_1 + x_2 &= b_2 \\
a_3 x_1 + x_2 &= b_3
\end{align*}
\]

of linear equations in matrix form $A\mathbf{x} = \mathbf{b}$: What are $A$, $\mathbf{x}$ and $\mathbf{b}$?

b) For $A$ and $\mathbf{b}$ as in (b), show that $A\mathbf{x} = \mathbf{b}$ does not have a solution.

c) Use the least squares method to find an approximate solution $\mathbf{x}$ for the equation $A\mathbf{x} = \mathbf{b}$.

d) For $\mathbf{x}$ as in (d), sketch the three data points and the line $b = x_1 a + x_2$ into a coordinate system.

e) For $\mathbf{x}$ as in (d), compute $4x_1 + x_2$?
Problem 6

a) Solve the following system of linear equations:

\[ \begin{align*}
    x_1 + x_2 + x_3 &= 2 \\
    x_1 + 2x_2 + 4x_3 &= 3 \\
    x_1 + 3x_2 + 9x_3 &= 5.
\end{align*} \]

b) Let

\[ p_x(t) = x_1 + x_2 t + x_3 t^2 \]

denote the polynomial with real coefficients \( x_1, x_2, x_3 \in \mathbb{R} \). The transformation

\[ \mathbb{R}^3 \rightarrow \mathbb{R}^3 \]

\[ \mathbf{x} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} \mapsto \begin{bmatrix} p_x(1) \\ p_x(2) \\ p_x(3) \end{bmatrix} = \begin{bmatrix} x_1 + x_2 + x_3 \\ x_1 + 2x_2 + 4x_3 \\ x_1 + 3x_2 + 9x_3 \end{bmatrix} \]

is linear. Find the matrix \( A \) that describes this linear transformation.

c) For \( A \) as in (b), show that \( A \) is invertible.

d) For \( A \) as in (b), find \( \mathbf{x} \) such that

\[ A \mathbf{x} = \begin{bmatrix} 2 \\ 3 \\ 5 \end{bmatrix}. \]

e) For \( \mathbf{x} \) as in (d), compute \( p_x(4) = x_1 + 4x_2 + 16x_3 \).

Problem 7

Let \( \mathbf{u} \) and \( \mathbf{v} \) be two nonzero, independent vectors in \( \mathbb{R}^3 \). Let \( \mathbf{w} \) be a nonzero vector in \( \mathbb{R}^3 \). Show that there exists a non-zero linear combination of \( \mathbf{u} \) and \( \mathbf{v} \) which is orthogonal to \( \mathbf{w} \).