## MA8109 Stochastic processes and differential equations

Fall 2015 - Synopsis
This note is intended to provide a synopsis of the course: What has been covered, basic definitions and important results, etc.

The note will keep on growing as the lectures move ahead. Ideally, a new version will be posted every week.

## Notation

Here I summarize some notation used throughout.

- $\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ are the sets of natural numbers (starting at 1 ), integers, rational numbers, real numbers, and complex numbers respectively. Also, $\mathbb{N}_{0}=\{0\} \cup \mathbb{N}$, and $\overline{\mathbb{R}}=[-\infty, \infty]$.
- I write lim and lim instead of the more common liminf and limsup.
- $\mathcal{B}$ is the $\sigma$-algebra of Borel sets on $\mathbb{R}$ or $\overline{\mathbb{R}}$ (depending on context).
- I use := to mean "is defined as", and =: if the term being defined is on the right.
- $A^{\mathrm{C}}$ is the complement $\Omega \backslash A$. The "universal" set $\Omega$ needs to be understood.
- $A \sqcup B$ is the union $A \cup B$ of two disjoint sets $A$ and $B$.
$-\bigsqcup_{n=1}^{\infty} A_{n}$ is the union of a sequence of pairwise disjoint sets.
- $Y^{X}$, where $X$ and $Y$ are sets, is the set of functions $X \rightarrow Y$.
- As a special case, $Y^{\mathbb{N}}$ is the set of all sequences $\left(y_{1}, y_{2}, \ldots\right)$ in $Y$.
- [S] equals 1 if the statement $S$ is true, 0 otherwise (indicator bracket).
$-[A]$ is the indicator function of the set $A$, defined by $[A](x)=[x \in A]$.
- If $a \in \overline{\mathbb{R}}$ we write $a^{+}:=\max (a, 0)$ and $a^{-}:=(-a)^{+}=-\min (a, 0)$. Then $a^{ \pm} \geq 0, a^{+} a^{-}=0, a=a^{+}-a^{-}$, and $|a|=a^{+}+a^{-}$.
- If $f$ is a function, define $f^{ \pm}$by $f^{ \pm}(x)=f(x)^{ \pm}$.
- I write $\partial_{t}, \partial_{x}$ for partial derivatives wrt. $t$ and $x$ respectively; also $\partial_{x x}$ for the second order derivative.
- I prefer Evans' notation $\mathbb{L}^{2}$ and $\mathbb{M}^{2}$ over Øksendal's $\mathcal{V}$ and $\mathcal{W}$.


## First week (W34)

A recurring example is coin tossing space $\Omega=\{0,1\}^{\mathbb{N}}$, consisting of all infinite sequences of zeroes and ones, representing coin tosses (zero for tails, one for head) if you wish.

An algebra on $\Omega$, (or perhaps more precisely, an algebra of subsets of $\Omega$ ) is a set $\mathcal{A}$ of subsets of $\Omega$ so that

- $\varnothing \in \mathcal{A}$
- $A \in \mathcal{A}$ implies $A^{\mathrm{C}} \in \mathcal{A}$
- $A, B \in \mathcal{A}$ implies $A \cup B \in s A$

For each $n \in \mathbb{N}$, there is an algebra $\mathcal{F}_{n}$ of subsets of $\Omega$, defined as the events determined by $\left(\omega_{1}, \ldots, \omega_{n}\right)$ : Thus $A \in \mathcal{F}$ if and only if whenever $\omega \in A$ and $\omega^{\prime} \in \Omega$ $\omega_{k}=\omega_{k}^{\prime}$ for $k=1, \ldots, n$ implies $\omega^{\prime} \in A$. Or put differently, if $\pi_{n}: \Omega \rightarrow\{0,1\}^{n}$ is the projection map onto the first $n$ coordinates, the members of $\mathcal{F}_{n}$ are the inverse images of sets $B \subseteq\{0,1\}^{n}$. Thus $\mathcal{F}_{n}$ has $2^{2^{n}}$ members.

If we think of independent coin tosses with an unbiased coin, elementary probability theory dictates a probability $P\left(\pi_{n}^{-1}(B)\right)=2^{-n} \# B$ when $B \subseteq\{0,1\}^{n}$ (here \#B is the number of members of $B$ ).

The algebras $\mathcal{F}_{n}$ form an increasing sequence of algebras, and so their union

$$
\mathcal{F}_{*}:=\bigcup_{n=1}^{\infty} \mathcal{F}_{n}
$$

is an algebra too: It consists of all finitely determined events.
The strong law of large numbers implies that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \omega_{k}=\frac{1}{2} \quad \text { a.s. }
$$

where "a. s." stands for "almost surely", meaning "with probability l".
Note that we are unable to even give this statement a precise meaning within our current framework so far, since it is a statement regarding an event not in $\mathcal{F}_{*}$ (worse, it is utterly independent of any finite number of cointosses $\omega_{k}$ ).

Our next task is to remedy this.

1 Definition. A $\sigma$-algebra on $\Omega$ (or perhaps more precisely, a $\sigma$-algebra of subsets of $\Omega$ ) is a set $\mathcal{F}$ of subsets of $\Omega$ so that

- $\varnothing \in \mathcal{F}$
- $A \in \mathcal{F}$ implies $A^{\mathrm{c}} \in \mathcal{F}$
- $A_{n} \in \mathcal{F}$ for $n=1,2, \ldots$ implies $\bigcup_{k=1}^{\infty} A_{k} \in \mathcal{F}$

Because any intersection of $\sigma$-algebras is itself a $\sigma$-algebra, there exists a smallest $\sigma$-algebra $\mathcal{F}:=\sigma\left(\mathcal{F}_{*}\right)$ containing $\mathcal{F}_{*}$, called the $\sigma$-algebra generated by $\mathcal{F}_{*}$.

We want to extend $P$ to a probability measure on $\mathcal{F}$.
2 Definition. A measure on $\mathcal{F}$ is a map $\mu: \mathcal{F} \rightarrow[0, \infty]$ satisfying
$-\mu(\varnothing)=0$
$-A_{n} \in \mathcal{F}$ pairwise disjoint for $n \in \mathbb{N}$ implies $\mu\left(\bigsqcup_{n=1}^{\infty} A_{n}\right)=\sum_{n=1}^{\infty} \mu\left(A_{n}\right)$

## 3 Definition.

- A measurable space is a pair $(\Omega, \mathcal{F})$ where $\Omega$ is a set and $\mathcal{F}$ a $\sigma$-algebra on $\Omega$.
- A measure space is a triple $(\Omega, \mathcal{F}, \mu)$ where $(\Omega, \mathcal{F})$ is a measurable space and $\mu$ a measure on $\mathcal{F}$.
- A probability space is a measure space $(\Omega, \mathcal{F}$,$) where P$ is a probability measure.

4 Definition. A monotone class is a set $\mathcal{M}$ of subsets of $\Omega$ satisfying

- If $A_{n} \in \mathcal{M}$ and $A_{n} \subseteq A_{n+1}$ for all $n \in \mathbb{N}$, then $\bigcup_{n=1}^{\infty} A_{n} \in \mathcal{M}$,
- If $A_{n} \in \mathcal{M}$ and $A_{n} \supseteq A_{n+1}$ for all $n \in \mathbb{N}$, then $\bigcap_{n=1}^{\infty} A_{n} \in \mathcal{M}$.

5 Lemma (Monotone Class Lemma) If $\mathcal{A}$ is an algebra on $\Omega$ and $\mathcal{M}$ is a montone class with $\mathcal{A} \subseteq \mathcal{M}$, then $\sigma(\mathcal{A}) \subseteq \mathcal{M}$.

From this we get

6 Theorem (Uniqueness of extension) Let $\mathcal{A}$ be an algebra. Any two finite measures which agree on all members of $\mathcal{A}$, also agree on all members of $\sigma(\mathcal{A})$.

Returning to cointossing space $(\Omega, \mathcal{F})$ with $\Omega=\{0,1\}^{\mathbb{N}}$, we conclude that there cannot be more than one probability measure on this space extending the function $P$ defined previously on $\mathcal{F}_{*}$.

That there in fact exists such a measure is non-trivial, but true. Thanks to the uniqueness theorem, we do not need worry too much about which of several possible methods of construction we use; they must all produce the same measure.

This is another measure of great importance. It is defined on the $\sigma$-algebra $\mathcal{B}$ of Borel subsets of $\mathbb{R}$, which is the $\sigma$-algebra generated by the set of intervals (or equivalently, open intervals - or closed intervals - or half open intervals ( $a, b$ ] - or open sets - or closed sets - or ...). We shall write $\lambda$ for Lebesgue measure. It is the unique Borel measure (meaning a measure on $\mathcal{B}$ ) so that $\lambda((a, b])=b-a$ for all $a \leq b$. (These do not form an algebra, so the uniqueness theorem does not apply directly - but the set of all finite unions of such integrals does, if we also include intervals of the form $(-\infty, a]$ and $(a, \infty)$.)

## Second week (W35)

7 Definition. A measurable function on a measurable space $(\Omega, \mathcal{F})$ is a function $f: \Omega \rightarrow \overline{\mathbb{R}}$ so that $f^{-1}(-\infty, a[)-\infty, a] \in \mathcal{F}$ for all $a \in \overline{\mathbb{R}}$. (Then $f^{-1}(B) \in \mathcal{F}$ for all Borel sets $B$, because the sets $B$ satisfying the condition is a $\sigma$-algebra.)

A random variable (R. V.) on a probability space ( $\Omega, \mathcal{F}, P$ ) is a measurable function on $(\Omega, \mathcal{F})$. (We usually use uppercase letters such as $X$ for random variables.)

8 Lemma If a sequence of measurable functions converges pointwise to some limit, then the limit is measurable.

We can now define a random variable $U$ on coin tossing space:

$$
U(\omega)=\sum_{n=1}^{\infty} \omega_{n} 2^{-n}
$$

Think of it as using the coin tosses $\omega_{n}$ as the digits in the binary expansion of $U(\omega) \in[0,1]$.

We write $P(U \leq u)$ as shorthand notation for $P(\{\omega \in \Omega: U(\omega) \leq u\})$.
It turns out that $P(U \leq u)=u$ for all $u \in[0,1]$. (Easily proved for dyadic rational $u$, that is, $u=m / 2^{k}$ for integers $m, k$; then it follows for all $u$, beacuse $P(U \leq u)=u$ is a monotone function of $u$.) In other words, $U$ is uniformly distributed on the interval $[0,1]$. We shall call such a random variable a standard uniform variable. From it, we can build random variables of any desired distribution.

9 Definition. The distribution of a random variable $X$ on $(\Omega, \mathcal{F}, P)$ is the Borel measure $\mu_{X}$ given by

$$
\mu_{x}(B)=P(X \in B)=P\left(X^{-1}(B)\right)
$$

It is uniquely determined by the cumulative distribution function

$$
F_{X}(x)=\mu_{X}([-\infty, x])=P(X \leq x)
$$

In particular, the distribution of a standard uniform variable $U$ is Lebesgue measure on $[0,1]$ :

$$
\mu_{U}(B)=\lambda(B \cap[0,1]) \quad(B \in \mathcal{B})
$$

## Integration

We define the integral for certain measurable functions $f$ on a measure space $(\Omega, \mathcal{F}, \mu)$ :

10 Definition. A simple function is a measurable function which takes only a finite number of values. Such a function can be written

$$
\varphi=\sum_{k=1}^{n} a_{k}\left[A_{k}\right]
$$

with $a_{k} \in \overline{\mathbb{R}}$ and $A_{k} \in \mathcal{F}$. We can always choose the $a_{k}$ to be distinct and nonzero and the $A_{k}$ to be nonempty and mutually disjoint. This may be called the canonical representation of $\varphi$. It is unique up to permutation of the indices. For a noncanonical representation, we must take care not to subtract infinities. So we disallow $a_{j}=-\infty, a_{k}=\infty$ and $A_{j} \cap A_{k} \neq \varnothing$.

11 Definition. The integral of a simple function such as above is

$$
\int_{\Omega} \varphi d \mu=\sum_{k=1}^{n} a_{k} \mu\left(A_{k}\right)
$$

Here and elsewhere we use the convention that $0 \cdot( \pm \infty)=0$. If the sum contains terms equal to both $-\infty$ and $+\infty$, we do not define the integral of $\varphi$. Note that the integral of a nonnegative simple function is always defined. Its value may be $\infty$.

12 Definition. The integral of a nonnegative measurable function $f$ is

$$
\int_{\Omega} f d \mu=\sup \left\{\int_{\Omega} \varphi d \mu: \varphi \text { is simple and } 0 \leq \varphi \leq f\right\} .
$$

13 Theorem (The Monotone Convergence Theorem (MCT)) If $f_{n}$ is a measurable function and $0 \leq f_{n} \leq f_{n+1}$ for $n \in \mathbb{N}$ then

$$
\int_{\Omega} \lim _{n \rightarrow \infty} f_{n} d \mu=\lim _{n \rightarrow \infty} \int_{\Omega} f_{n} d \mu
$$

(Note that both limits exist by monotonicity, and the limit function on the left is measurable.)

14 Theorem (Fatou's lemma) If $f_{n} \geq 0$ is measurable for all $n \in \mathbb{N}$ then

$$
\int_{\Omega} \underline{\lim } f_{n} d \mu \leq \underline{\lim } \int_{n \rightarrow \infty} f_{n} d \mu
$$

After showing that any nonnegative measurable function is a pointwise limit of a non-decreasing sequence of nonnegative simple function, we have no difficulty using MCT to show that the integral is additive, and in the end, we get an integral that is linear, given by

15 Definition. The integral of a measurable function $f$ is defined to be

$$
\int_{\Omega} f d \mu=\int_{\Omega} f^{+} d \mu-\int_{\Omega} f^{-} d \mu
$$

If both integrals on the right have infinite value, we do not define the integral. If they are both finite, we call $f$ integrable.

16 Theorem (The Dominated Convergence Theorem (DCT)) If $f_{n}$ is measurable and $\left|f_{n}\right| \leq g$ for all $n \in \mathbb{N}$ where $g$ is integrable, and if the sequence converges pointwise, then

$$
\int_{\Omega} \lim _{n \rightarrow \infty} f_{n} d \mu=\lim _{n \rightarrow \infty} \int_{\Omega} f_{n} d \mu
$$

The Riemann integral (or the Darboux integral - the two are equivalent, even though they are constucted in slightly different ways) is the integral you learned in basic calculus based on Riemann sums. Any Riemann integrable function is Lebesgue integrable, and the Riemann integral equals the Lebesgue integral. (I am sure you are much relieved.) But it is trivial to find Lebesgue integrable functions which are not Riemann integrable: The indicator function $[\mathbb{Q}]$ of the rational numbers is one example. Note that $\mathbb{Q}$ is countable, and so $\lambda(\mathbb{Q})=0$, since the Lebesgue measure of any singleton set is zero. But $[\mathbb{Q}]$ is discontinuous everywhere, whereas Riemann integrable functions are continuous almost everywhere (i.e., except on a set of measure zero).

## Third week (W36)

The expectation of a random variable $X: \Omega \rightarrow \overline{\mathbb{R}}$ is simply its integral with respect to probability measure:

$$
E[X]:=\int_{\Omega} X d P .
$$

If $g: \overline{\mathbb{R}} \rightarrow \overline{\mathbb{R}}$ is any Borel measurable function, then $g(X)$ is another random variable. (Strictly speaking, we should write it as a function composition $g \circ X$, since we are really talking about the function $\omega \mapsto X(g(\omega))$, but common convention suggest hiding $\omega$ as much as possible.)

Recalling the definition of the distribution $\mu_{X}$ of $X$, we find

$$
E[g(X)]=\int_{\mathbb{R}} g d \mu_{X}
$$

(This is almost trivial when $g$ is a simple function, and the general case follows by the bootstrapping procedure, noting that a nonnegative measurable $g$ is the limit of an increasing sequence of simple functions and employing MCT.)

Thus we recover the usual formula from elementary probability.
We can create a random variable $X$ with any given distribution $\mu$, and corresponding cumulative distribution $F(x):=\mu([-\infty, x])$ by letting $U$ be a standard uniform variable and setting

$$
X(\omega)=\tilde{F}(U(\omega)), \quad \tilde{F}(u)=\min \{x \in \overline{\mathbb{R}}: F(x) \geq u\}
$$

In particular, we can create a standard Gaussian variable in this way, using the standard Gaussian density function $\varphi$ and cumulative distribution $\Phi$ :

$$
\varphi(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}, \quad \Phi(x)=\int_{-\infty}^{x} \varphi(t) d t
$$

Note that if $X$ is a standard Gaussian variable, then $\sigma X+\mu$ is a Gaussian variable with variance $\sigma^{2}$ and expectation (mean) $\mu$.

Stochastic independence: We generalize the notion of independence from events: algebras $\mathcal{A}_{k}$ with $k=1, \ldots, n$ are called independent when

$$
P\left(\bigcap_{k=1}^{n} A_{k}\right)=\prod_{k=1}^{n} P\left(A_{k}\right) \quad \text { whenever } A_{k} \in \mathcal{A}_{k} \text { for } k=1, \ldots, n
$$

and an infinite collection of algebras is called independent if every finite subcollection is independent.

The $\sigma$-algebra generated by a random variable $X$ is the set of events $\{X \in B\}=$ $X^{-1}(B)$ where $B \subseteq \overline{\mathbb{R}}$ is a Borel set. A collection of random variables is called independent if the $\sigma$-algebras they generate are independent.

In coin tossing space, all the algebras corresponding to a single coin toss, $\mathcal{F}_{n}=$ $\left\{\varnothing,\left\{\omega_{n}=0\right\},\left\{\omega_{n}=1\right\}, \Omega\right\}$, are independent by construction.

With a bit of work, we can also conclude that the $\sigma$-algebras corresponding to disjoint sets of coin tosses, such as

$$
\sigma\left(\bigcup_{k=1}^{\infty} \mathcal{F}_{(2 k-1) 2^{n}}\right), \quad \text { with } n=0,1,2, \ldots,
$$

are independent. It follows that the random variables

$$
U_{n}:=\sum_{k=1}^{\infty} \omega_{(2 k-1) 2^{n}} 2^{-n}
$$

are independent.
In proving the above, the following is useful:
17 Lemma If algebras $\left(\mathcal{A}_{i}\right)_{i \in I}$ are independent, then the generated $\sigma$-algebras $\sigma\left(\mathcal{A}_{i}\right)$ are also independent.

The proof is by showing that you can replace the $\mathcal{A}_{i}$ by $\sigma\left(\mathcal{A}_{i}\right)$ one by one without destroying independence, by noting that the set of sets $A$ which are independent of all the $\mathcal{A}_{j}$ for $j \neq i$ is a monotone class, and using the monotone class lemma. Since the main condition for independence involves only a finite number of algebras at a time, this is sufficient.

## Characteristic functions

The characteristic function of a stochastic variable $X: \Omega \rightarrow \mathbb{R}^{n}$ is the function of $\xi \in \mathbb{R}^{n}$ given by the expectation $E\left[e^{i \xi \cdot X}\right]$ where $\cdot$ denotes the ordinary scalar product. We calculate

$$
E\left[e^{i \xi \cdot X}\right]=\int_{\Omega} e^{i \xi \cdot X}=\int_{\mathbb{R}^{n}} e^{i \xi \cdot x} d \mu_{X}(x)=\hat{\mu}_{X}(\xi)
$$

where $\hat{\mu}_{X}$ is the Fourier transform of $\mu_{X}$.
The conventions for Fourier transforms vary, of course - here we have chosen to drop the factor $(2 \pi)^{-n / 2}$ that is commonly included, and we also use the plus sign in the exponent where a minus sign is quite common. But the present definition matches the conventional definition of characteristic function.

From the theory of distributions (in analysis, not probability - also called generalized functions) we can learn the important fact that two distributions with the same characteristic function are in fact identical.

Differentiating under the integral sign yields important formulas like

$$
E\left[X_{j}\right]=\frac{\partial}{\partial \xi_{j}} \hat{\mu}_{X}(0)
$$

and higher analogues such as

$$
E\left[X_{j} X_{k}\right]=\frac{\partial^{2}}{\partial \xi_{j} \partial \xi_{k}} \hat{\mu}_{X}(0)
$$

and so on.
These can be proved directly from the definition of derivative, using DCT - provided that $X_{j}$ and $X_{j} X_{k}$ are integrable.

## Gaussian families

(Note: We stick to Gaussian variables with expectation zero for now.)
The characteristic function of a single standard Gaussian is

$$
\hat{\mu}_{N}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-x^{2} / 2+i \xi} d x=\frac{e^{-\xi^{2} / 2}}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-(x-i \xi)^{2} / 2} d x=e^{-\xi^{2} / 2}
$$

The second integral above can be evaluated by using Cauchy's integral theorem around a rectangular contour with corners at $\pm M$ and $\pm M-i \xi$ and letting $M \rightarrow \infty$.

We generalize this to $m$ linear combinations of $n$ independent standard Gaussians $N_{k}$ :

$$
X_{j}=\sum_{k=1}^{n} a_{j k} N_{k}
$$

which we can write as a matrix equation $X=A N$ where the $X_{j}$ form a column vector $X$, the $N_{k}$ form a column vector $N$, and $A$ is an $m \times n$ matrix with real entries. We calculate

$$
\hat{\mu}_{X}(\xi)=E\left(e^{i \xi^{\top} A N}\right)=e^{-\xi^{\top} A A^{\top} \xi / 2}=e^{-\xi^{\top} C \xi / 2},
$$

where $C=A A^{\top}$ is called the covariance matrix, since its $j, k$ entry is in fact $E\left(X_{j} X_{k}\right)$ (as is seen by differentiating with respect to $\xi_{j}$ and $\xi_{k}$ ).

Let us define that a variable $X: \Omega \rightarrow \mathbb{R}^{n}$ is Gaussian with covariance matrix $C$ if its characteristic function is the one above. Here $C$ is symmetric and non-negative definite, which means $\xi^{\top} C \xi \geq 0$ for all $\xi \in \mathbb{R}^{n}$.

Next, a possibly infinite collection of random variables is called a Gaussian family (with expectation zero) if any finite collection of them forms a Gaussian $n$-dimensional variable.

The linear span of a Gaussian family is again a Gaussian family. And if you wish to include variables with a non-zero expectation, just throw the constant functions into the mix and take more linear combinations.

## Gaussian families and Hilbert spaces

$L^{2}(\Omega, \mathcal{F}, \mu)$ is the set of square integrable functions, which in terms of expectations means that $X \in L^{2}$ if and only if $E\left(X^{2}\right)<\infty$.

If $X, Y \in L^{2}$ then $X Y$ is integrable too, and the Cauchy-Schwarz inequality holds:

$$
|E(X Y)| \leq E\left(X^{2}\right)^{1 / 2} E\left(Y^{2}\right)^{1 / 2}
$$

We define the $L^{2}$ norm $\|\cdot\|_{2}$ and inner product $\langle\cdot, \cdot\rangle$ by

$$
\|X\|_{2}=E\left(X^{2}\right)^{1 / 2}, \quad\langle X, Y\rangle=E(X Y), \quad X, Y \in L^{2} .
$$

It should be clear that this defines a real inner product space. Less obvious, but still true, is that it is complete, so it is in fact a real Hilbert space.

You may be more familiar with the theory of complex Hilbert spaces. Real Hilbert space theory is mostly the same, except that you don't need to worry about complex conjugation.

There is one small problem, though: The axioms of normed spaces require that $\|X\|=0$ only if $X=0$. But $\|X\|_{2}=0$ only yields $X=0$ almost surely. So to really get a proper normed space, we need to consider the elements of the space to be equivalence classes of random variables, where $X$ and $Y$ are considered equivalent if $X=Y$ a.s.

Clearly, any Gaussian family is contained in $L^{2}$. It turns out that $n$ members of a Gaussian family are independent if and only if they are mutually orthogonal. This is remarkable because pairwise independence does not imply independence of $n$ variables in general, but in a Gaussian family this implication does hold. Also, it allows us to bring the whole Hilbert space theory with orthogonal projections, etc., to bear on problems in Gaussian families.

## Brownian motion

A stochastic process is just a family $\left(X_{t}\right)_{t \in T}$ of stochastic variables, where $T$ can be any set.

In practice for us, $T$ will usually be the interval $[0, \infty)$ or an initial segment of that interval. But in many applications such as spatially distributed random fields, $T$ will be a subset of $\mathbb{R}^{n}$ instead.

The process is called Gaussian if the variables form a Gaussian family.
Brownian motion is a Gaussian stochastic process $\left(B_{t}\right)_{t \geq 0}$ with expectation zero and stationary, independent increments, and normalized so that $E\left(B_{1}^{2}\right)=1$.
Equivalently (and this we shall adopt as the definition): It is a Gaussian process with expectation zero satisfying

$$
E\left(B_{s} B_{t}\right)=s \wedge t
$$

for all $s, t \geq 0$. Here $s \wedge t:=\min \{s, t\}$.
We can construct Brownian motion on coin tossing space by starting with a countably infinite collection of independent standard Gaussian variables on this space, indexed as $N_{k, n}$.

To make a long story short, we begin by setting

$$
B_{n}=\sum_{j=1}^{n} N_{0, j}
$$

and noting that these do satisfy the requirements of a Brownian motion restricted to integer $t$.

By induction, assume we have defined $B_{n / 2^{k}}$ for all $n \in \mathbb{N}_{0}$ and some $k \in \mathbb{N}_{0}$, then we interpolate and add some randomness to the middle points:

$$
B_{(2 n+1) / 2^{k+1}}=\frac{1}{2}\left(B_{n / 2^{k}}+B_{(n+1) / 2^{k}}\right)+2^{-(k+2) / 2} N_{k+1, n}
$$

The motivation for this is a small bit of Hilbert space geometry.
Finally, we define $B_{k, t}$ by setting $B_{k, n / 2^{k}}=B_{n / 2^{k}}$ and interpolating linearly between these points, and we take the limit as $k \rightarrow \infty$.

The result is not only Brownian motion as defined above; but also, the above series will almost surely converge uniformly on bounded intervals, so that the limit function is continuous.

In summary, this version of Brownian motion has continous paths (almost surely).
This construction is known as Lévy's construction. But it is less well known than it deserves to be.

## Fourth week (W37)

We finished the Lévy construction of Brownian motion. Along the way, we used
18 Lemma (Borel-Cantelli) If $\left(A_{n}\right)$ is a sequence of events with $\sum_{n=1}^{\infty}$, then $P\left(A_{n}\right.$ i.o. $)=$ 0.

Here "i.o." stands for "infinitely often", and the event in question is

$$
\bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} A_{k} .
$$

The proof consists of noting that $P\left(\cup_{k=n}^{\infty} A_{k}\right) \leq \sum_{k=n}^{\infty} P\left(A_{k}\right) \rightarrow 0$ when $n \rightarrow \infty$, because of the assumed convergence.

Here is a useful scaling law for standard Brownian motion: If $\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion and $\tilde{B}_{t}=\sqrt{a} B_{t / a}$ where $a>0$ is a constant, then $\left(\tilde{B}_{t}\right)_{t \geq 0}$ is a standard Brownian motion as well.

We also have a simple restarting law: If $\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion and $t_{0}>0$ is fixed, then $\tilde{B}_{t}=B_{t-t_{0}}-B_{t_{0}}$ defines another standard Brownian motion.

## Quadratic variation

To begin with, note that if $0=t_{0}<t_{1}<t_{2}<\cdots<t_{n}=t$, then (from a fairly trivial calculation)

$$
E\left(\sum_{k=0}^{n-1}\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2}\right)=t
$$

A bit more work shows that in fact

$$
\sum_{k=0}^{n-1}\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2} \rightarrow t
$$

in $L^{2}$ norm as the mesh size of the partition goes to zero, and so the above convergence holds a.s. for some sequence of partitions with mesh size going to zero.

We may define the quadratic variation of a function $f:[a, b] \rightarrow \mathbb{R}$ as

$$
\operatorname{QV}(f ;[a, b])=\varlimsup \sum_{k=0}^{n-1}\left(f\left(t_{k+1}\right)-f\left(t_{k}\right)^{2}\right)
$$

where the limit superior is defined by taking the supremum over all partitions with mesh size $<\delta$ and then taking the limit $\delta \rightarrow 0$.

Then it follows that for Brownian motion, $\mathrm{QV}\left(B_{t} ;[0, t]\right) \geq t$ a.s.
This is in stark contrast to functions of bounded (linear) variation, which have zero quadratic variation. In particular, differentiable functions do have bounded variation, so the paths of Brownian motion are almost surely nowhere differentiable.

## First steps toward the Itô integral: An example

We start out very naïvely, trying to make sense of the integral $\int_{0}^{t} B_{s} d B_{s}$. Remember that we found

$$
\sum_{k=0}^{n-1}\left(B_{t_{k+1}}-B_{t_{k}}\right)^{2} \rightarrow t
$$

in $L^{2}$ norm, i.e.,

$$
\sum_{k=0}^{n-1} B_{t_{k+1}}\left(B_{t_{k+1}}-B_{t_{k}}\right)-\sum_{k=0}^{n-1} B_{t_{k}}\left(B_{t_{k+1}}-B_{t_{k}}\right) \rightarrow t
$$

However, both sums on the left are reasonable candidates for an approximation to $\int_{0}^{t} B_{s} d B_{s}$ !

The first sum is a Stratonovich sum, and can be used to define the Stratonovich integral. The second sumis an Itô sum, and can be used to define the Itô integral.

We can easily evaluate the sum of the two sums:

$$
\sum_{k=0}^{n-1} B_{t_{k+1}}\left(B_{t_{k+1}}+B_{t_{k}}\right)-\sum_{k=0}^{n-1} B_{t_{k}}\left(B_{t_{k+1}}-B_{t_{k}}\right)=\sum_{k=0}^{n-1}\left(B_{t_{k+1}}^{2}-B_{t_{k}}^{2}\right)=B_{t}^{2}-B_{0}^{2}=B_{t}^{2}
$$

And so we find that

$$
\begin{aligned}
& \sum_{k=0}^{n-1} B_{t_{k+1}}\left(B_{t_{k+1}}-B_{t_{k}}\right) \rightarrow \frac{1}{2}\left(B_{t}^{2}+t\right) \quad \text { (Stratonovich), } \\
& \sum_{k=0}^{n-1} B_{t_{k}}\left(B_{t_{k+1}}-B_{t_{k}}\right) \rightarrow \frac{1}{2}\left(B_{t}^{2}-t\right) \quad \text { (Itô) }
\end{aligned}
$$

## The Itô integral

Let $\mathcal{F}_{t}$ be the smallest $\sigma$-algebra for which $B_{s}$ is measurable for all $s \leq t$.
A stochastic process $\left(X_{t}\right)_{t \geq 0}$ is called adapted if $X_{t}$ is $\mathcal{F}_{t}$-measurable for all $t$. We call it $(\mathcal{B} \times \mathcal{F})$-measurable on $[S, T]$ if the function $(t, \omega) \mapsto X_{t}(\omega)$ is measurable with respect to the $\sigma$-algebra $\mathcal{B} \times \mathcal{F}$, where $\mathcal{B}$ is the Borel $\sigma$-algebra on $[S, T]$. With $1 \leq p<\infty$, we say the process is an $L^{p}$ process if

$$
E\left(\int_{S}^{T} X_{t}^{p} d t\right)=\int_{S}^{T} E\left(X_{t}^{p}\right) d t<\infty
$$

Note that the first equality is just Tonelli's theorem. Following Evans' lead, we write

$$
\mathbb{L}^{p}([S, T])
$$

for the space of all processes defined above. We shall mostly be interested in the cases $p=2$ and $p=1$.

A step process (elementary process in Øksendal) has the form

$$
t \mapsto \sum_{k=0}^{n-1} X_{k}\left[t_{k} \leq t<t_{k+1}\right]
$$

where $S=t_{0}<t_{1}<\cdots<t_{n}=T$.
It is adapted if and only if $X_{k}$ is $\mathcal{F}_{t_{k}}$-measurable for all $k$; then it is clearly ( $\mathcal{B} \times$ $\mathcal{F}$ )-measurable, and it is in $\mathbb{L}^{2}$ if and only if $E\left(X_{k}^{2}\right)<\infty$ for all $k$. In this case, we define the Itô integral:

$$
\int_{S}^{T} \sum_{k=0}^{n-1} X_{k}\left[t_{k} \leq t<t_{k+1}\right] d B_{t}=\sum_{k=0}^{n-1} X_{k}\left(B_{t_{k+1}}-B_{t_{k}}\right)
$$

Notice that if $X_{k}=B_{t_{k}}$, this is an Itô sum for $\int_{S}^{T} B_{t} d B_{t}$. To get a Stratonovich sum, we would have to put $X_{k}=B_{t_{k+1}}$, but then the corresponding elementary process is not adapted.

The Itô integral turns out to be an isometry from $\mathbb{L}^{2}$ to $L^{2}(\Omega, \mathcal{F}, P)$ :

$$
E\left(\left(\int_{S}^{T} X_{t} d B_{t}\right)^{2}\right)=\int_{S}^{T} E\left(X_{t}^{2}\right) d t
$$

for any step process $X \in \mathbb{L}^{2}$. Therefore, the Itô integral can be extended by continuity to the $L^{2}$ closure of the space of elementary adapted processes; and this closure turns out to be all of $\mathbb{L}^{2}([S, T])$
Elementary properties of the Itô integral include linearity, additivity $\left(\int_{S}^{T}+\int_{T}^{U}=\right.$ $\int_{S}^{U}$, and

$$
E\left(\int_{S}^{T} X_{t} d B_{t}\right)=0
$$

Further, the integral is $\mathcal{F}_{T}$-measurable, meaning in particular that the stochastic process

$$
\left(\int_{0}^{t} X_{s} d B_{s}\right)_{t \geq 0}
$$

is an adapted process.

## Fifth week (W38)

Noted the Lebesgue-Radon-Nikodym theorem, of which we mainly need the Radon-Nikody part, that if $\mu$ and $v$ are finite (or $\sigma$-finite) measures with $v \ll \mu$, then there is a unique function called the Radon-Nikodym derivative and written $d v / d \mu$ so that

$$
v(A)=\int_{A} \frac{d v}{d \mu} d \mu
$$

for all measurable sets $A$.
The notation is meant to encourage the highly illegal practice of cancelling the $d \mu$ factors, after which the resulting equality is trivially true.

## Conditional expectation

Recall the definition of conditinal probability: $P(A \mid B)=P(A \cap B) / P(B)$. Clearly, the function $A \mapsto P(A \mid B)$, which we may also write $P(\cdot \mid B)$, is itself a probability measure.

The expectation of a random variable $X$ with respect to this probability measure is its conditional expectation. It is given by

$$
E(X \mid B)=\frac{1}{P(B)} \int_{B} X d P .
$$

Next, if we partition $\Omega$ into disjoint pieces, as in

$$
\Omega=\bigsqcup_{k=1}^{n} B_{k},
$$

we can associate $E\left(X \mid B_{k}\right)$ with the piece $B_{k}$. Make a piecewise constant function:

$$
Y(\omega)=\sum_{k=1}^{n} E\left(X \mid B_{k}\right)\left[\omega \in B_{k}\right] .
$$

This is measurable with respect to the $\sigma$-algebra $\mathcal{G}$ generated by the sets $B_{k}, k=$ $1, \ldots, n$, and you may verify that

$$
\int_{A} Y d P=\int_{A} X d P \quad \text { for all } A \in \mathcal{G}
$$

(for it is true when $A=B_{k}$, and any $A \in \mathcal{G}$ is a disjoint union of some of the sets $B_{k}$ ). Moreover $Y$ is the only $\mathcal{G}$-measurable function satisfying this property. This motivates

19 Definition. Let $X$ be a random variable with $E(|X|)<\infty$ (i.e., $X \in L^{1}$ ), and $\mathcal{G} \subseteq \mathcal{F}$ a $\sigma$-algebra. Then the conditional expectation of $X$ with respect to $\mathcal{G}$ (or we may say given $\mathcal{G}$ ) is the unique $\mathcal{G}$-measurable $L^{1}$-function $E(X \mid \mathcal{G})$ satisfying

$$
\int_{A} E(X \mid \mathcal{G}) d P=\int_{A} X d P \quad \text { for all } A \in \mathcal{G} .
$$

The proof idea is to note that if $X \geq 0$ then $A \mapsto \int_{A} X d P$ is a measure on $\mathcal{G}$ which is (trivially) absolutely continuous with respect to $P$ (restricted to $\mathcal{G}$ ), and then $E(X \mid \mathcal{G})$ is just the Radon-Nikodym derivative of this measure with respect to $P$ (restricted to $\mathcal{G}$ ).

20 Lemma The conditional expectation of $X$ with respect to $\mathcal{G}$ is the unique $\mathcal{G}$ measurable function $E(X \mid \mathcal{G})$ satisfying

$$
E(E(X \mid \mathcal{G}) Y)=E(X Y)
$$

for every bounded $\mathcal{G}$-measurable variable $Y$ (i.e., for every $Y \in L^{\infty}(\mathcal{G})$ ).
Proof: The relation holds by definition if $Y$ is the indicator function of a set $A \in \mathcal{G}$. By linearity, it holds for simple $\mathcal{G}$-measurable $Y$, and by approximation it holds for all $Y \in L^{\infty}(\mathcal{G})$.

Conversely, if it does hold for all $Y \in L^{\infty}(\mathcal{G})$ then selecting $Y$ to be the indicator function of some set $A \in \mathcal{G}$, we recover the original definition of $E(X \mid \mathcal{G})$.

Put differently,

$$
E((X-E(X \mid \mathcal{G})) Y)=0
$$

for all such $Y$, which looks like the definition of an orthogonal projection.
Indeed, if $X \in L^{2}$ then $E(X \mid \mathcal{G})$ is in fact the orthogonal projection of $X$ in the subspace $L^{2}\left(\Omega, \mathcal{G},\left.P\right|_{\mathcal{G}} \mid\right)$.

Given two functions $Y, Z \in L^{\infty}(\mathcal{G})$, we find

$$
E(E(X \mid \mathcal{G}) Y Z)=E(X Y Z),
$$

and this shows that in fact

$$
E(X Y \mid \mathcal{G})=E(X \mid \mathcal{G}) Y \quad \text { for } X \in L^{1}(\mathcal{F}), Y \in L^{\infty}(\mathcal{G}) .
$$

A similar argument gives the same formula if $X \in L^{2}(\mathcal{F}), Y \in L^{2}(\mathcal{G})$.

## Martingales

For this, we need the concept of filtration, which is simply a family $\left(\mathcal{M}_{t}\right)_{t \geq 0}$ of $\sigma$-algebras where $s<t$ implies $\mathcal{M}_{s} \subseteq \mathcal{M}_{t}$. (The obvious example is $\mathcal{F}_{t}$, associated with Brownian motion.)

21 Definition. A stochastic process $\left(M_{t}\right)_{t \geq 0}$ is called a martingale if $E\left(M_{t} \mid \mathcal{M}_{s}\right)=$ $M_{s}$ for all $t \geq s \geq 0$.

The terminology comes from gaming. Assuming $M_{t}$ is your accumulated winnings at time $t$, the martingale property says that the game is fair in the sense that your future expected winnings given your winnings at time $s$ are the same as your current winnings.

22 Proposition The Itô integral $\int_{0}^{t} X_{t} d B_{t}$, where $X \in \mathbb{L}^{2}([0, T])$, is a martingale.
To prove this, do it for an elementary adapted process first. The rest is an approximation argument.

We can generalize the Itô integral in two ways: The first is to replace the filtration $\left(\mathcal{F}_{t}\right)$ by any filtration $\mathcal{H}=\left(\mathcal{H}_{t}\right)_{t \geq 0}$, so that the integrand $X$ is $\mathcal{H}$-adapted. We then write $X \in \mathbb{L}_{\mathcal{H}}^{2}([0, T])$. We must also require that the Brownian motion $B$ is a martingale with respect to $\mathcal{H}$.

The other generalization is much less straightforward, but important: It is enough to assume $X \in \mathbb{M}_{\mathcal{H}}^{2}([0, T])$, which is the set of $\mathcal{H}$-adapted measurable processes satisfying

$$
\int_{0}^{T} X_{t}^{2} d t<\infty \quad \text { a.s. }
$$

Once more, we can approximate such an integrand by step processes $X_{n}$, but this time we merely get

$$
\int_{0}^{T}\left(X_{n, t}-X_{t}\right)^{2} d t \rightarrow 0 \quad \text { a.s. }
$$

According to Øksendal we get convergence in probability, but then some subsequence will converges a.s.

The Itô integral of a process in $\mathbb{M}^{2}$ may fail the martingale property, but like its $\mathbb{L}^{2}$ counterpart, it has a version with continuous paths.

## Sixth week (W39)

(I think some of the above material was actually covered this week.)
We proved the martingale property of the Itô integral for integrands in $\mathbb{L}^{2}$. The most important ingredient in the proof is the observation that conditional expectation is a $L^{1}$-continuous map.

The proof does not work for integrands in $\mathbb{M}^{2}$, and in fact the result is not necessarily true for such integrands.

We also proved path continuity for (some version of) the Itô integral, but the proof did leave me with an uneasy feeling that all is not as it should be. I think we'll move on regardless; the result is undoubtedly true.

## Itô processes and Itô's formula

23 Definition. A one-dimensional Itô process is given by

$$
X_{t}=X_{0}+\int_{0}^{t} F_{s} d s+\int_{0}^{t} G_{s} d B_{s} \quad \text { for } 0 \leq t<T,
$$

where $F \in \mathbb{M}^{1}([0, T])$ and $G \in \mathbb{M}^{2}([0, T])$. We often write this in the differential form:

$$
d X_{t}=F_{t} d t+G_{t} d B_{t}
$$

or even more briefly as

$$
d X=F d t+G d B .
$$

Bear in mind, though, that only the integral formulation is rigorous.

24 Proposition (Itô's product formula) If $d X_{i}=F_{i} d t+G_{i} d B$ for $i=1,2$ then

$$
d\left(X_{1} X_{2}\right)=X_{2} d X_{1}+X_{1} d X_{2}+G_{1} G_{2} d t .
$$

The final term is known as Itô's correction.
I outlined the proof, and used it to outline a proof of the following:
25 Theorem (Itô's formula) Assume $d X=F d t+G d B$ where $F \in \mathbb{M}^{1}([0, T])$ and $G \in \mathbb{M}^{2}([0, T])$, and let $u=u(t, x)$ be given, with continuous partial derivatives $\partial_{t} u$, $\partial_{x} u$, and $\partial_{x x} u$. Then $u\left(t, X_{t}\right)$ is an Itô process, and

$$
d u\left(t, X_{t}\right)=\partial_{t} u d t+\partial_{x} d X+\frac{1}{2} \partial_{x x} u G^{2} d t
$$

The proof does not work too well if you try to work in the $\mathbb{L}^{2}$ setting, because there are no growth conditions on $u$, which caused me a lot of unnecessary anguish in the lecture. But it works just fine in the $\mathbb{M}^{2}$ setting, because the integrals have a.s. continuous paths, and continuous paths on $[0, T]$ are bounded.

## A brief aside: Doob's (sub)martingale inequality

An adapted $L^{1}$ process $X$ is called a submartingale with respect to $\mathcal{M}$ if

$$
E\left(X_{t} \mid \mathcal{M}_{s}\right) \geq X_{s} \quad \text { when } t>s
$$

Exercise: Show that if $M$ is a martingale and $1 \leq p<\infty$ then $\left(\left|M_{t}\right|^{p}\right)_{t \geq 0}$ is a submartingale. (Hint: $x \mapsto|x|^{p}$ is a convex function. Use Jensen's inequality for martingales.)

26 Theorem (Doob's submartingale inequality) If $\left(X_{t}\right)_{t \geq 0}$ is a submartingale with a.s. continuous paths and $\lambda>0$, then

$$
P\left(\left\{\sup _{0 \leq s \leq t} X_{s}>\lambda\right\}\right) \leq \lambda^{-1} E\left(X_{t}^{+}\right) .
$$

Proof: First, if $0=t_{0}<t_{1}<\cdots<t_{n}=t$, define events $A_{k}$ by

$$
A_{k}=\left\{X_{t_{j}} \leq \lambda \text { for } j=0, \ldots, k-1, X_{t_{k}}>\lambda\right\}
$$

so that

$$
B:=\left\{\sup _{0 \leq s \leq t} X_{s}>\lambda\right\}=\bigsqcup_{k=0}^{n} A_{k} .
$$

We now notice that $A_{k} \in \mathcal{M}_{t_{k}}$, and calculate:

$$
\begin{aligned}
E\left(X_{t}^{+}\right) & \geq \sum_{k=0}^{n} E\left(X_{t}^{+}\left[A_{k}\right]\right) \geq \sum_{k=0}^{n} E\left(X_{t}\left[A_{k}\right]\right)=\sum_{k=0}^{n} E\left(E\left(X_{t} \mid \mathcal{M}_{t_{k}}\right)\left[A_{k}\right]\right) \\
& \geq \sum_{k=0}^{n} E\left(X_{t_{k}}\left[A_{k}\right]\right) \geq \sum_{k=0}^{n} \lambda P\left(A_{k}\right)=\lambda P(B)
\end{aligned}
$$

Now divide up the interval $[0, t]$ dyadically, defining

$$
B_{m}:=\left\{\sup _{j=0, \ldots, 2^{m}} X_{2^{-m} j t}>\lambda\right\}
$$

and noting that the above proof shows that $P\left(B_{m}\right) \leq \lambda^{-1} E\left(X_{t}^{+}\right)$for all $m$. Since $\left(B_{m}\right)$ form an increasing sequence, we also have

$$
P\left(\bigcup_{m=0}^{\infty} B_{m}\right) \leq \lambda^{-1} E\left(X_{t}^{+}\right)
$$

But the event of the left is precisely the event whose probability we set out to estimate, except for the discontinuous paths - which have probability zero.

27 Corollary (Doob's martingale inequality) If $\left(M_{t}\right)_{t \geq 0}$ is a martingale with a.s. continuous paths, $\lambda>0$ and $1 \leq p<\infty$, then

$$
P\left(\left\{\sup _{0 \leq s \leq t} M_{s}>\lambda\right\}\right) \leq \lambda^{-p} E\left(M_{t}^{p}\right) .
$$

Proof: Use the exercise above and Doob's submartingale inequality.
Doob's inequalities are often stated without the assumption on continuous paths. However, then at least we need the assumption that the process is separated, which essentially means there exists a countable set of times that can be used in the same way we used the times $2^{-m} i$ to arrive at the conclusion. Since it can be shown that every stochastic process has a separated version, this is not a terribly restrictive assumption. The rather technical details can be found near page 56 in Doob's classic book on stochastic processes.

## Seventh week ( W 40 )

I spent some time on the Itô integral for integrands in $\mathbb{M}^{2}$, as opposed to the easier $\mathbb{L}^{2}$ case. In particular, I explained the notion of convergence in probability: Sometimes written $X_{n} \xrightarrow{p} X$, this means that $P\left(\left|X_{n}-X\right| \geq \varepsilon\right) \rightarrow 0$ for all $\varepsilon>0$. Three useful facts:

- A sequence converging a. s. converges in probability
- If a sequence of stochastic variables converges in probability, then some subsequence converges a.e.
- A sequence converges in probability if and only if every subsequence has a subsequence converging a.e.
As a result, the usual convergence theorems from integration theory (MCT, DCT) extend to sequences that converge in probability.

Back to the definition of the Itô integral:
If $\left(X_{t}\right) \in \mathbb{M}^{2}$ then there are step processes $\left(X_{n, t}\right)$ so that

$$
\int_{S}^{T}\left|X_{n, t}-X_{t}\right|^{2} d t \xrightarrow{P} 0
$$

and in this case it turns out that the sequence $\int_{X}^{T} X_{n, t} d t$ is convergent in measure (it is a "Cauchy sequence in measure), so that we can define the Itô integral of ( $X_{t}$ ) by the requirement

$$
\int_{S}^{T} X_{n, t} d t \stackrel{P}{\rightarrow} \int_{S}^{T} X_{t} d t
$$

## Stochastic differential equations

These are equations on the form

$$
d X_{t}=f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d B_{t}
$$

where one usually considers the initial value problem, where $X_{0}$ is a given random variable.

Here $f$ and $g$ are given functions of two variables.
We can consider scalar equations, where $f, g$, and $X_{t}$ are real-valued, or systems, where $f$ and $X_{t}$ are vector valued, $g$ is matrix valued, and $B_{t}$ is $n$-dimensional BM.

A classic example is the linear growth (or decay, if $r<0$ ) equation with a noise term:

$$
d N_{t}=r N_{t} d t+\alpha N_{t} d B_{t}
$$

which turns out to have the solution

$$
N_{t}=N_{0} e^{r t+\alpha B_{t}-\alpha^{2} t / 2} .
$$

Recall that any Itô integral with an $\mathbb{L}^{2}$ integrand is a martingale ( $n o t$ true for $\mathbb{M}^{2}$ integrands). So, with $r=0$, we conclude that

$$
\left(e^{\alpha B_{t}-\alpha^{2} t / 2}\right)_{t \geq 0} \text { is a martingale, }
$$

a very useful result in its own right - and verifiable by direct calculation.

## 28 Theorem The stochastic differential equation

$$
d X_{t}=f\left(t, X_{t}\right) d t+g\left(t, X_{t}\right) d B_{t}
$$

with given initial value $X_{0} \in L^{2}(\Omega, \mathcal{F}, P)$ has a unique solution, provided

- $f$ and $g$ are measurable functions
- $f$ and $g$ are Lipschitz in the $x$ variable: $|f(t, x)-f(t, y)| \leq C|x-y|$ and similarly for $g$
- $f(t, 0)$ and $g(t, 0)$ are bounded functions of $t$
- $X_{0} \in L^{2}$ is independent of $B_{t}$

The solution will belong to $\mathbb{\unrhd}_{\mathcal{F}}^{2} X_{0}$ where $\mathcal{F}_{t}^{X_{0}}=\mathcal{F}_{t} \vee \sigma\left(X_{0}\right)$ (the $\sigma$-algebra generated by $\mathcal{F}_{t}$ and $\sigma\left(X_{0}\right)$ ).

The uniqueness proof is based on Gronwall's (or Grönwall's) inequality, while the existence proof is via Picard iteration:

$$
Y_{n+1, t}=X_{0}+\int_{0}^{t} f\left(t, Y_{n, t}\right) d t+\int_{0}^{t} g\left(t, Y_{n, t}\right) d B_{t}, \quad Y_{0, t}=X_{0} .
$$

29 Lemma (Grönwall's inequality) Assume

$$
u(t) \leq A+\int_{0}^{t} u(s) w(s) d s
$$

where $w \geq 0$. Then

$$
u(t) \leq A \exp \left(\int_{0}^{t} w(s) d s\right) .
$$

To help remember this, note that if the first inequality is an equality, then so is the second. (Solve the equivalent differential equation!) The requirement $w \geq 0$ is important, which is why I named it $w$ (think of a weight function).

Here, we consider Itô integrals of the form

$$
\int_{S}^{T} G_{t} \cdot d B_{t}=\int_{S}^{T}\left(G_{1, t} d B_{1, t}+\cdots+G_{m, t} d B_{m, t}\right)
$$

where $B_{t}=\left(B_{1, t}, \ldots, B_{m, t}\right)$ is $m$-dimensional Brownian motion, which means that $B_{1, t}, \ldots, B_{m, t}$ are independent Brownian motions, all belonging to the same Gaussian family. Furthermore, there must be given a filtration $\mathcal{H}_{t}$ for which each $B_{m, t}$ is a martingale, and the processes $G_{k, t}$ must all be $\mathcal{H}$-adapted.

We might generalize this to the case where $G_{t}$ is a an $n \times m$ matrix with columns $G_{1, t}$, $\ldots, G_{m, t}$, and this is indeed an important extension But the extension from the scalar case is a trivial one, involving no surprises.

Along with the multidimensional Itô integral we get more general Itô processes: They look like

$$
X_{t}=X_{0}+\int_{0}^{t} F_{s} d s+\int_{0}^{t} G_{s} \cdot d B_{s} \quad \text { for } 0 \leq t<T
$$

just like before, except now $B_{t}$ is a multidimensional Brownian motion, $X_{t}$ is vector valued, and $G_{s} \cdot d B_{s}=G_{1, s} d B_{1, s}+\cdots+G_{m, s} d B_{m, s}$. As before, we write this formally as an equality of differentials:

$$
d X_{t}=F_{t} d t+G_{t} \cdot d B_{t} .
$$

Once again we get a product rule: If

$$
d X_{i, t}=F_{i, t} d t+G_{i j, t} \cdot d B_{t} \quad \text { for } i=1,2
$$

then

$$
d\left(X_{1} X_{2}\right)_{t}=X_{1, t} d X_{2, t}+X_{2, t} d X_{1, t}+\sum_{j=1}^{m} G_{1 j, t} G_{2 j, t} d t
$$

That final term is Itô's correction term. Formally, it arises from the multiplication rules $\left(d B_{j}\right)^{2}=d t$ - known from before - and the new rule $d B_{j, t} d B_{k}=0$ if $i \neq j$. The proof is by noting that $\tilde{B}_{t}=\left(B_{j, t}+B_{k, t}\right) / \sqrt{2}$ is a standard Brownian motion, so we already know that $\left(d \tilde{B}_{t}\right)^{2}=d t$, i.e. $\left(d B_{j, t}+d B_{k, t}\right)^{2}=2 d t$, and expanding the square and using the old rule twice more finishes it.

Itô's formula: We require a function $\varphi\left(t, x_{1}, \ldots, x_{n}\right)$ and $n$ Itô processes $X_{i, t}$ for $i=$ $1, \ldots, n$ : Given the right assumptions, $\varphi\left(t, X_{1, t}, \ldots, X_{n, t}\right)$ becomes an Itô process as well. Its differential can be computed by the second order Taylor formula:

$$
d \varphi\left(t, X_{1, t}, \ldots, X_{n, t}\right)=\partial_{t} \varphi d t+\sum_{j=1}^{k} \partial_{x_{j}} \varphi d X_{j, t}+\frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} \partial x_{j} x_{k} \varphi d X_{j, t} d X_{k, t},
$$

inserting the values for $d X_{j}$, and using the rules

$$
d t^{2}=d t d B_{j, t}=d B_{j, t} d B_{k, t}=0, \quad d B_{j, t}^{2}=d t
$$

where $j \neq k$.
In the above rendition of Taylor's formula, I have skipped all the terms $\partial_{t x_{j}} \varphi d t d X_{j}$, since the multiplication rules will make them all zero.

## Eighth week (W41)

As a simple example, which turned out not to require the Itô correction terms, we have the linear system

$$
d X_{t}=A X_{t} d t+f(t) d t+K d B_{t}
$$

where $x_{t} \in \mathbb{R}^{n}, B_{t}$ is $m$-dimensional $\mathrm{BM}, A$ and $K$ are constant matrices (in $\mathbb{R}^{n \times n}$ and $\mathbb{R}^{n \times m}$ respectively), and $f$ is a deterministic function. The answer turned out to be

$$
\begin{aligned}
X_{t} & =e^{A t} X_{0}+\int_{0}^{t} e^{(t-s) A} f(s) d s+\int_{0}^{t} e^{(t-s) A} K d B_{s} \\
& =e^{A t} X_{0}+\int_{0}^{t} e^{(t-s) A} f(s) d s+K B_{t}+\int_{0}^{t} e^{(t-s) A} A K B_{s} d s
\end{aligned}
$$

After this, I proved Doob's submartingale inequality, and then used this to prove Khinchin's law of iterated logarithms:

$$
\varlimsup_{t \rightarrow \infty} \frac{B_{t}}{\sqrt{2 t \ln \ln t}} \quad \text { a.s. }
$$

(In retrospect, this took too long.)
Along the way, I needed this:
30 Lemma (Second Borel-Cantelli lemma) If events $A_{1}, A_{2}, \ldots$, are independent and $\sum_{n=1}^{\infty} P\left(A_{n}\right)=\infty$ then $A_{n}$ occurs infinitely often, almost surely.

Proof: If not, there is a nonzero probability for some $n$ that $A_{k}$ does not occur for any $k \geq n$. That is,

$$
\prod_{k=n}^{\infty}\left(1-P\left(A_{k}\right)\right)>0
$$

Taking logarithms, we get

$$
\sum_{k=n}^{\infty} \ln \left(1-P\left(A_{k}\right)\right)>-\infty
$$

Using the inequality $\ln (1+x) \leq x$, we conclude from this

$$
\sum_{k=n}^{\infty}\left(-P\left(A_{k}\right)\right)>-\infty
$$

which contradicts the assumption.
More examples (returning now to stochastic differential equations) include Langevin's equation

$$
d V=-b V d t+\sigma d B_{t}
$$

which we might think of as $\dot{V}=-b V+$ white noise. This is a more realistic model for the velocity $V$ in physical Brownian motion, say, for a pollen grain in water. Here $b$ is a damping coefficient, and the white noise term arises from the pollen grain being bombarded with molecules in thermal motion. The solution is

$$
V_{t}=e^{-b t} V_{0}+\sigma \int_{0}^{t} e^{b(s-t)} d B_{s}=e^{-b t} V_{0}+\sigma B_{t}-\sigma \int_{0}^{t} e^{b(s-t)} b B_{s} d s
$$

## Ninth week (W42)

An Itô diffusion is an autonomous stochastic differential equation:

$$
d X_{t}=b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) \cdot d B_{t}
$$

where the unknown $X_{t}$ takes values in $\mathbb{R}^{n}$, and $B_{t}$ is $m$-dimensional BM. Thus $b$ will is a time independent vector field in $\mathbb{R}^{n}$, while $\sigma$ is a time independent field of $n \times m$-matrices.

The vector field $b$ is called the drift coefficient, and the matrix $\sigma$ is called the diffusion coefficient (or the dispersion coefficient according to different authors).

If $\sigma=0$, an Itô diffusion is just a (continuous time, autonomous) dynamical system. So you may well think of an Itô diffusion as a dynamical system with a noise term added.

The book calls any solution to the equation an Itô diffusion, but it seems better to reserve that term for the equation itself, as many authors indeed do. In fact, I would argue that the author himself does so, in effect contradicting his own definition.

We write $\left(X_{t}^{s, x}\right)_{t \geq s}$ for the solution starting with the (deterministic) value $x$ at time $s$; thus $X_{s}^{s, x}=x$.

An important consequence of weak uniqueness is time homogeneity: The processes $\left(X_{s+h}^{s, x}\right)_{h \geq 0}$ and $\left(X_{h}^{0, x}\right)_{h \geq 0}$ have the same law (or probability distribution if you prefer).

